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AI Acceleration
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AI research is picking up, and models are becoming increasingly powerful

Exhibit source: Giattino, Charlie, Edouard Mathieu, Veronika Samborska and Max Roser. 2023. “Artificial Intelligence.” Our World in Data.
Calculations based on: Indiana University, University Information Technology Services. 2023. “Understand measures of supercomputer performance and storage system capacity.”; NanoReview.net. 2023 “Apple M3 Max vs M2 Max.”

Training computation used to train notable AI systems (in petaFLOPS, logarithmic scale)

One petaFLOPS is one-thousand trillion (1015) “floating-point operations per second”. The most powerful MacBook Pro can perform 
0.0164 petaFLOPS, about 1.42 quadrillion (10^18) operations per day, whereas the training of GPT-4 involved >10 billion petaFLOPS.



Generative AI
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Generative AI and large language models 
(LLMs):
The promise is intelligent, flexible and easily usable tools 

that are complementary to human decision-making, 

technical work and creative tasks.

Can Generative AI and LLMs make this 
aspiration a reality?
Yes, there is promise, but also major roadblocks on the 

way, related to excessive automation, loss of 

informational diversity, human-AI misalignment, and 

monopolized control of information.



AI Beginnings: The Battle of Two Visions
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Two fundamentally different visions of AI

Dartmouth Project on AI, 1956

Alan Turing

Source: American Academy of Achievement

1. Machines designed to be smarter and more powerful than (most) humans.

• The first vision – machine intelligence – refers to 

Alan Turing’s conceptualization of how the mind 

works and how computers could imitate. 



AI Beginnings: The Battle of Two Visions
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Two fundamentally different visions of AI
1. Machines designed to be smarter and more powerful than (most) humans.
2. Machines to complement human abilities.
• The first vision – machine intelligence – refers to 

Alan Turing’s conceptualization of how the mind 

works and how computers could imitate. 

• The second vision – let’s call it machine usefulness 

or “pro-human AI” – starts with Norbert Wiener.

• Articulated and put into practice by computer 

scientists, such as JCR Licklider and Douglas 

Engelbart, “human-machine symbiosis” 

Douglas Engelbart’s mouse, 1968JCR Licklider

Norbert Wiener

Source: Ben Shneiderman



Pro-Human Generative AI
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Generative AI could provide the tools for 
humans to get better in knowledge work
This is JCR Licklider’s vision from 60 years ago:

The hope is that, in not too many years, human brains and 
computing machines will be coupled together very tightly, and 
that the resulting partnership will think as no human brain has 
ever thought and process data in a way not approached by 
the information-handling machines we know today.

It requires generative AI tools to be useful to humans in 
better decision-making, problem identification, and 
information retrieval, filtering, and curation.

Example: how generative AI can help electricians and 
how AI can help blue-collar work.



Gen-AI and Human Decision-Making: Proof of Concept
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Programming: Peng et al. (2023) show software 
engineers with GitHub Copilot can be twice as fast.

Writing tasks: Noy and Zhang (2023) show that 
lower-productivity workers, given access to 
ChatGPT, improve performance in writing tasks.

Customer service: Brynjolfsson et al. (2023) show 
improvement in worker productivity when ChatGPT 
is used in a human complementary manner—to 
provide information to operators.

Common element: the use of better 

information (from LLMs) as input for human 

decision-making to increase the 

effectiveness of human skills and expertise.

ChatGPT may reduce time to complete writing tasks…

…improve grades…

…and lessen grade inequality.
Source: Noy, Shakked and Whitney Zhang. 2023. “Experimental 
Evidence on the Productivity Effects of Generative Artificial 
Intelligence.” Science. 381(6654): 187–192.

Use of AI “Pair Programming”



Roadblocks to the Pro-Human Vision of AI
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1. Excessive automation rather than input into human 
decision-making.

2. Loss of informational diversity—greater conformity, 
less diversity, less “information production”, and 
externalities from new information.

3. Misalignment between human cognition and AI 
algorithms—incorrect perception or processing of AI 
inputs, could lead to bad feedback loops between 
machine and human.

4. Monopolized control of information—information from 
generative AI to manipulate rather than help people.

Four related, but distinct, roadblocks can be identified

All four of these roadblocks have parallels with (but 
also differences from) previous digital technologies 
and waves of AI, from which we can learn.

Source: Generated using Midjourney
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Breakdown of shared prosperity during the era of digital technologies

Source: Autor, David. 2019. "Work of the Past, Work of the Future." AEA Papers and Proceedings, 109: 1–32.

High School dropout High School graduate Graduate degreeSome College College degree

Roadblock I: Inequality in the 
Age of Digital Technologies The change in real (log) weekly earnings

Working age adults, ages 18–64, since 1963



Roadblock I: Automation’s Effects, 
Inequality and Stagnation
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• This will not unleash the full potential of 
generative AI in complementing 
human-decision-making. And will likely create 
more inequality (Acemoglu & Restrepo, 2018).

• Learning from the past: Past digital 
technologies used for automation, with adverse 
consequences for distribution and wages 
(Acemoglu & Restrepo, 2022):

1. Limited productivity benefits because of 
“so-so automation”

2. Inequality: groups more affected by 
automation suffered wage declines

High School dropout

College degree

High School graduate

Graduate degree

Some College

Changes in Real Wages due to 
Automation of Job Tasks

Companies may be tempted to use 
generative AI just for automation



Roadblock I: Automation in History
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• Automation and excessive control over workers 
deepens inequality and does not raise 
productivity by much.

• No automatic correction mechanism to bend 
the arc towards shared prosperity.

• First phase of Industrial Revolution: emblematic 
of stagnant (even declining) wages, focus on 
automation, much worse working conditions.

• The second phase was better for workers, but 
not automatic in arrival, but was the result of:
• Fundamental political reform;

• Labor organization;

• Redirection of technology.
Power Loom, Lancastershire, 1835

Same tensions in history



Roadblock I: AI and Automation
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• Establishments investing most in AI are those that used 
to perform tasks that were replaceable by basic AI 
(Acemoglu et al., 2022).

• And these same establishments slowed down their 
hiring after AI adoption.

• Also, concerns of so-so automation.
• LLMs seem to be going the same way—simple writing 

and analytical tasks are being automated in companies 
such as Buzzfeed and Bloomberg.

• The control of data from creative output, at the center 
of the Writers Guild strike, is going to be crucial for AI’s 
use toward automation.

Self-Checkout: So-so Automation

AI Adoption by Quartile of 
AI Task Exposure

There is already evidence that AI has been used for 
automation (rather than complementing humans)



Roadblock I: Better AI
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• Even using generative AI in existing human tasks to 
help workers is not enough.

• If this happens, it will likely devalue specific human 
skills (better AI-assisted writing would mean lower 
prices for writing skills and knowledge).

• This conundrum is solved with new tasks. These 
reinstate workers into the production process, 
increase worker contribution to productivity and 
boost earnings (Acemoglu and Restrepo, 2018).

• The promise of LLMs (and generative AI, more 
broadly) should be in this type of new-task creation.

3D-Printing and Advanced Fabrication, 2021

Henry Ford’s electrified Rouge Plant, 1919 

Source: 3D World’s Advanced Saving Project, TECLA

The alternative path for AI is to create new 
human tasks



Roadblock II: Loss of Informational Diversity
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• But can we do that if we lose human agency 
and diversity of human information?

• Learning from the past: GPS.
• One of the first “intelligent” systems.

• Its use for navigation hugely beneficial to 
individual drivers.

• But systemic effects from better information 
may have been negative.

• Why? Because traffic rerouted toward minor 
roads where congestion is more sensitive to 
traffic volume (theory: Acemoglu et al., 2018).

The promise of generative AI is in 
improving human decisions



Roadblock II: AI Digging its Own Grave?
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1. Greater conformity and informational “herding”: If everyone 
uses LLMs for information, who produces new information?

• New research on stack overflow from del Rio-Chanona et al. 
(2023) confirms these fears. 

• Similar issues from Wikipedia.
2. Bad information feedbacks, AI-AI interactions.

• New research: significant generative AI model degradation 
from AI content

Generative AI intensifies these concerns

Bad human-AI feedback example:
1. Human Query: “Is policy X effective?”
2. LLM: “No”
3. Future Human Communication (e.g., on social media): 
“Policy X is not working”
4. LLM’s new training data: “Policy X is not working” 

Posts on Stack Overflow 
and Related Sites



Roadblock III: AI-Human Misalignment
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• Input into human decision-making is useful to the 
extent that humans use it correctly.

• Humans may misinterpret or mistrust algorithmic 
recommendations—or overreact to certain types 
of information and excessively change behavior.

• Learning from the past: 
• Predictive policing: Lum and Isaac (2016) find an 

overemphasis on where to expect crime. 
• Misuse admits calibration of information: Agarwal 

et al. (2023) show that physicians put more weight 
on information that AI recommends, and that they 
know already, but systematically underweight 
other information. 

Cognitive misalignment is a major problem



Roadblock IV: Control of Information
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• Learning from the past: Historically, control 
of information has been a huge weapon.

• And very un-equalizing (surveillance in 
workplaces and the political arena).

• More recently, algorithmic 
recommendations for monetization of 
information—filter bubbles, viral content 
that is misleading or extremist. 

• The key may be in how future business 
model of monetizing information will look.

Who controls information? 
Who benefits from information?

Jeremy Bentham’s Panopticon, 1791

Source: Snopes



Roadblock IV: Age of Manipulation?
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• It can massively expand how information is presented 
in misleading ways.
• Greater ability to manipulate via individually curated, 

emotionally charged material; deep fakes 
• Creating ads that are “more immersive and tailored” 

using generative AI.
• In the short run, this may amplify the amount of 

misinformation and disinformation.
• In the medium run, we may be in a world that Hannah 

Arendt foresaw:
“If everybody lies to you, the consequence is not that 
you believe the lies, but rather that nobody believes 
anything any longer.”

Generative AI could intensify monopoly 
control of information and surveillance

Sources: Chris Ume (top); 
NVIDIA and WPP (bottom)



How to Do Generative AI Better?
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This will require new research and applications, with different focus. It will not happen by itself.
Redirection of AI: Make it more pro-worker and information-democratic

Good news: It is possible. Bad news: This is not where we are heading.

R&D of AI tools has become privatized and private incentives not always align with social ones.
Notable AI systems by researcher affiliation

Industry: 57%

Other: 5%

Academia and Industry 
Collaboration: 26%

Academia: 12%

Data Source: Epoch AI. 2023. “Parameter, 
Compute and Data Trends Database.”



How to Do Generative AI Better?
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• Reduce focus on automation
• Reform of tax policy to remove capital-favoring asymmetries;
• Data ownership and markets to change business models and increase AI quality;

Policy and Social Changes

• Digital ad taxes to create room for new 
business models other than those that 
are exploitative of information;

• Government subsidies to 
human-complementary AI to 
counteract excessive focus on 
automation; 

• New norms and regulations on the 
development and deployment of AI; 

• Possibly also new architecture of 
generative AI for greater human 
complementarity Source: McKinsey Global Institute. 2023. 

“Generative AI and the Future of Work in America.”

Projected Acceleration of 
Automation by 2030 by Sector


