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Disruptive 

Breakthroughs
Industry, academia, 
government labs 
pushing at frontiers

• Computer software generation

• Protein structure inference 

& protein engineering

• Fabrication of realistic content   



Governance

Pace of AI advancement → Governance scope & terrain

Corporate self-
regulation with sharing 

of best practices

(Companies, 
Partnership on AI, etc.)

Professional 
societies, standards 
bodies, and safety 

organizations

(ISO, IEEE, etc.)

Federal and state 
government 
legislation 

and regulation

(FDA, FTC, CPSC, 
NHTSA, Uniform Law 

Commission, etc.)

Multinational 
understandings, 

coordination, 
and treaties

(OECD, UN, US Exec, State, 
Defense, NATO, US-China, 

UN, etc.)
Eric Horvitz



Values

• Fairness

• Reliability

• Privacy & security

• Inclusiveness

• Transparency

• Accountability
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“As we make technological progress, we need to ensure that 

we are doing so responsibly. To this end, [we] have 

established Microsoft’s AI an Ethics in Engineering and 

Research (AETHER) Committee , bringing together senior 

leaders from across the company to focus on proactive 

formulation of internal policies and how to respond to 

specific issues in a responsible way.”

-Satya Nadella

Aether Committee  
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Sensitive Uses of AI



I. Risk of physical or psychological injury

The use or misuse of the AI system could result in significant 

physical or psychological injury to an individual.



II. Consequential impact on legal position or life opportunities

The use or misuse of the AI system could affect an individual’s:

• Legal status, such as whether an individual is recognized as a minor, adult, 

parent, guardian, or person with a disability, as well as their marital, immigration, 

and citizenship status.

• Legal rights, particularly in the context of the criminal justice system.

• Access to credit, education, employment, healthcare, housing, insurance, and 

social welfare benefits, services, or opportunities, or the terms on which they are 

provided.



III. Threat to human rights

The use or misuse of the AI system could restrict, infringe upon, or undermine 

the ability to realize an individual’s human rights.

• Human dignity and equality in enjoyment of rights.

• Freedom from discrimination.

• Life, liberty, and security of a person.

• Equal protection of the law and criminal justice systems.

• Protection against arbitrary interference with privacy.

• Freedom of movement.

• Freedom of thought, conscience, and religion.

• Freedom of opinion and expression.

• Peaceful assembly and association.
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Early Case: Proceed with Constraints
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- Accountability

- Impact assessment

- Oversight of significant adverse influences

- Fit for purpose

- Data governance & management

- Human oversight & control

- Transparency

- System intelligibility

- Communication to stakeholders

- Disclosure of AI interaction 

- Fairness

- Quality of service

- Allocation of resources & opportunities

- Minimize stereotyping, demeaning, erasure

- Reliability & Safety

- Reliability & safety guidance

- Failures & remediations

- Ongoing monitoring, feedback, evaluation

- Privacy & Security

- Secure per MS security policy

- Inclusiveness

- Inclusive design MS accessibility 

Requirements,

tools, practices

https://msft.it/6006bWJD8
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Tools: Fairlearn
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Tools: Error Analysis
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Innovation

Innovation'

Responsibilities’

Governance

Monitoring

Specific goals: 

Requirements, 

Practices, 

Metrics, 

Tools 

Cycle of Responsible Innovation - Accountability

- Impact assessment

- Oversight of significant adverse influences

- Fit for purpose

- Data governance & management

- Human oversight & control

- Transparency

- System intelligibility

- Communication to stakeholders

- Disclosure of AI interaction 

- Fairness

- Quality of service

- Allocation of resources & opportunities

- Minimize stereotyping, demeaning, erasure

- Reliability & Safety

- Reliability & safety guidance

- Failures & remediations

- Ongoing monitoring, feedback, evaluation

- Privacy & Security

- Secure per MS security policy

- Inclusiveness

- Inclusive design MS accessibility 



Innovation

Innovation'

Responsibilities’

Governance

Eric Horvitz

Monitoring

Specific goals: 

Requirements, 

Practices, 

Metrics, 

Tools 

Error Analysis: Analyzes model errors

Fairlearn: Assess & mitigate bias

InterpretML: Debug data & inference

HAX Toolkit: Human-AI collaboration

Practices & tools

Cycle of Responsible Innovation

https://erroranalysis.ai/
https://fairlearn.org/
https://interpret.ml/
http://aka.ms/haxtoolkit


Disruptive capability: Copilot

e.g., Copilot: Assists programmers via code generation 

Special Aether study

Identified: 
• Security vulnerabilities

→ Injection of exploits 

→ Malware at scale

• Programmer overreliance

• Leaks of information

• Offensive content

Outcome:

30+ requests  

Cross-org mobilization

✓ New safety features

✓ Intensive monitoring & 

analysis for emerging issues.



Disruptive Capability: Synthetic Voice

Findings:

New kinds of fraud, 

impersonation, deception

Need to develop policies 

that restrict uses but 

enable acceptable uses

Outcome/Progress:

Sensitive uses review of 

Custom Neural Voice

Established principles

Policies and controls

Note

As part of Microsoft’s commitment to designing responsible AI, we have 

limited the use of Custom Neural Voice. You may gain access to the 

technology only after your applications are reviewed and you have committed 

to using it in alignment with our responsible AI principles. Learn more about 

our policy on the limit access and apply here. 

Context:

AI can generate realistic 

voices based on small 
amounts of training data.

Text input Text analyzer Neural acoustic model Neural vocoder Audio input



Disruptive Capability: AI-Generated Synthetic Media

Context:

Generative AI use in synthetic 

& manipulated media poses 

risk to trusted journalism.

Threat to democracy: Loss of 

trust, acceleration of 

disinformation

Outcome/Progress:

Challenge: Can we build tech for “glass-to-

glass” authentication of media provenance?

Findings:

Assessment: AI detection 

methods will fail 

Innovation: New media 

provenance technologies

Certify origin and history of 

changes to digital content

Intensive outreach & teaming:

・ Project Origin with MSFT, BBC, NYTimes 

・ Coalition for Content Provenance and 

Authenticity (C2PA): 

MSFT, Adobe, Arm, BBC, Intel, and Truepic

C2PA open standard released Jan 26, 2022

Bill in Congress: Portman & Peters’ Deepfake 

Task Force Act

https://www.linkedin.com/pulse/milestone-reached-eric-horvitz/


Photo verificationVideo verification

Azure Content Trust Service (ACTS) video service Adobe photo app

Disruptive Capability: AI-Generated Synthetic Media



Disruptive Capability: Multimodal Modals

DALL·E creates images from text captions for a wide range of concepts expressible in natural language.
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Expect disruptive 

innovations & 

capabilities 

AI principles and 

applications evolving 

quickly

Invest in understanding & 

addressing failures, costs, 

surprises

Pursue mitigations, best 

practices, and regulations for 

sociotechnical, geopolitical, 

civil liberties, ethical 

challenges.  

Tight interleaving 

Interleave core innovations               

with intensive efforts on 

responsibilities & governance. 

Monitor advances, 

applications, influences.

Moving Forward



Learnings, Insights → Governance

Rapid pace of AI advancements & applications 

→ multiple forms of governance.

Corporate self-
regulation with sharing 

of best practices

(Companies, 
Partnership on AI, etc.)

Professional 
societies, standards 
bodies, and safety 

organizations

(ISO, IEEE, etc.)

Federal and state 
government 
legislation 

and regulation

(FDA, FTC, CPSC, 
NHTSA, Uniform Law 

Commission, etc.)

Multinational 
understandings, 

coordination, 
and treaties

(Exec, State, Defense, e.g., 
NATO, US-China, UN, etc.)



Music selection



回忆

把你写过的日记
埋藏在我心底
写下我所有的记忆
把回忆留给自己
把你写在我心里
写满了岁月的痕迹

不是因为我知道
让我想念你的微笑
让我听见你的心跳
自从遇见你那一秒

Memories

Ming Zhou, Furu Wei – Microsoft DTR, 2017



“Ronnie Rogers was driving down Highway 11W in Rutledge, 
Tennessee when these experiences streamed into his mind.”

Dixieland Delight 

Ronnie Rogers, 1982

Alabama, 1983
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