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US AI Governance Biden- Harris White House AI 
Policy Accomplishments

• Promoted public participation in AI Policy making  

• Engaged technical community, business, civil society, labor leaders, and 
academics 

• Issued comprehensive Executive Order on use of AI in federal 
government 

• Support adoption of first legally binding treaty for AI at Council of Europe 

• Established regulatory obligations at OMB 

• Focused on “Rights-impacting” and “safety-impacting” AI systems 

Established commitments and expectations for US AI policy going forward



CAIDP: US - AI and Democratic Values 

Significant progress
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US AI Policy is a  
Continuous Process



•  The OECD AI Priniciples (2017-2019) 

• Executive Order on US Leadership on AI (2019) 

• Executive Order on Promoting Trustworthy AI in the Federal Government (2020) 

• Initial proposal for Office of Management and Budget (OMB) to develop AI regulations for 
federal agencies 

• Executive Order on Safe, Secure and Trustworthy AI (2023) 

• OMB AI Regulations (2023) 

•  The OMB AI Procurement Guidance (2024) 

•  The AI National Security Governance Framework (2024) 

•  The Council of Europe AI Treaty (2024)

US AI Initiatives - 2017-2024
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What to Expect - US AI Policy 
and the Trump Administration 



• AI policy is essentially nonpartisan - EO orders on AI - Obama, Trump, Biden 

• OECD AI Principles (2019) adopted under President Trump 

• Widespread concern in the US about unregulated AI (Pew Internet Research) 

• Bipartisan legislative proposals in US Senate and Senate Issues Forum 

• State Attorney Generals (Rs and Ds) favor greater enforcement 

• Pending Texas AI Law (similar to EU AI Act) 

• Musk is a leader in the AI Safety realm 

• US S Ct - more skeptical of First Amendment argument against AI regulation



Sec. 3. Principles for Use of AI in Government. When designing, developing, acquiring, and using AI 
in the Federal Government, agencies shall adhere to the following Principles: 

(a) Lawful and respectful of our Nation’s values 

(b) Purposeful and performance-driven. 

(c) Accurate, reliable, and effective. 

(d) Safe, secure, and resilient 

(e) Understandable 

(f) Responsible and traceable. 

(g) Regularly monitored. 

(h) Transparent. 

(i) Accountable.



ChatGPT and the Federal
Trade Commission:
Still No Guardrails

Washington, DC

July 2024

Center for AI and Digital Policy

And what of EU - US relations?



A dangerous choice ahead “European Values” or  
“American Values”?

Democratic Values
Next Step on AI Governance - 

An International Treaty to  
Support Human Rights, Democracy,  

and the Rule of Law






