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Much evidence that pragmatic 
working AI solutions have two 
characteristics:

Human-in-the-loop: ability to bring human 
decision-making, common sense reasoning 
into the solution operation

What do we mean by Experiential AI?
• AI with human in the loop
• AI applied to real-world problems yielding pragmatic working solutions

Why we believe is EAI the right direction?   

Strong dependence on Data: ML and DS to 
leverage more quality (big) data:      

“We don’t have better algorithms… 
we just have more data”
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https://www.northeastern.edu/experientialai/
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Agenda
• Current Ethical Issues:

• Automated discrimination
• Physiognomy based on facial biometrics
• Unfair digital commerce
• Models stupidity
• Expensive and doubtful use of computing resources

• Generic Issues:
• Too many principles
• Cultural differences
• Regulation
• Our cognitive biases

• Epilogue

Personal Bias
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The Curse of Bias

AlgorithmBiased
Data

Neutral?
Fair?

Same
Bias

Amplified
Bias

Bias is not only in data
[RBY, Bias on the Web, CACM, 2018] 
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What is Being Fair?
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A Non-Technical Question

AlgorithmBiased
Data

Neutral?
Fair?

Same or
More Bias
Not Always!

Debias the input
Tune the algorithm
Debias the output

Yes, if you harm people
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ACM US TPC Statement (1/2017) on 
Algorithm Transparency and Accountability

1. Awareness
2. Access and redress
3. Accountability
4. Explanation 
5. Data Provenance
6. Auditability
7. Validation and Testing

16

Systems do not need to be perfect, but
they need to be (much) better than us
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Gender & Race
Discrimination
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Facial 
Recognition

Discrimination

Frenología
No Consent

[Raji & Fried, 2021]



Institute for Experiential AI

Suspension of Facial Recognition
Discrimination
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Suspension of Facial Recognition
Discrimination
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Language Translation Discrimination
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[Bolukbasi at al, NeurIPS 2016]
Most journalists in the USA are men?

• Word embedding’s in w2vNEWS

Yes, about 60 to 70% at work
although at college is the inverse

Information Extraction Discrimination
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Word Embeddings
Discrimination
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Language Models
Discrimination

GPT-3 has anti-Muslism bias
[Abid et al., 2021] 

[Bender, Gebru at al., 2021] 
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It Can be Complicated Discrimination
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It Can be 
Really Bad

Discrimination

§ Discrimination in 
child care benefits

§ 26,000 families
§ Poor people
§ Immigrants
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Justice
§ COMPAS (Northpointe): criminal profiling
§ Created as a support tool, not a decision tool
§ Data: criminal history, life style, personality, family & social
§ ProPublica (2016): 

§ Racial bias of 2 to 1
§ 80% error in violent crime & 37% in general (2 years)
§ Discrimination on poor people – Bearden vs. Georgia
§ Inconsistency in predictions – Wisconsin case

§ Is a secret algorithm ethical? (transparency)
§ Is a public algorithm safe?  (gaming)

Discrimination
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Police
§ Gotham & others (Palantir)

§ Criminal profiling
§ Los Angeles (2009) – via police foundation
§ New York  (2011) – never approved by council
§ New Orleans (2012) – secret until 2014 
§ Denmark (2016), Norway (2017), Germany (2019?)
§ One error and a person is stigmatized

Discrimination
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Police
§ Predpol (Chicago City & IIT)

§ Another criminal profiler
§ Geographic sampling bias – vicious circle

Discrimination

Institute for Experiential AI

Police Discrimination

When police is not stupid
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Detailed Example: Bails

Offender? Bail?

Yes & pays
Reoffends?

Appears in court?

No

Court

Jail

Yes & cannot pay

We do not know 
what would have happen 

if the person had bail

Justice Example 

Data
Imputation
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Human decisions vs. Machine predictions
§ Almost 760K cases from New York (2008 - 2013)

§ Decrease crime rate in 24.7% keeping the jail rate or
§ Decrease jail rate in 41.9% keeping the same crime rate

§ Judges bail 49% of 1% most dangerous criminals that fail to 
appear 56% & reoffend  62% of the cases

§ National Bureau of Economic Research 
[Kleinberg et al, JQE, 237—293, 2018]

Justice Example 
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Data Methodology

34

Justice Example 
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ML Algorithm & Features
§ GBDT: Decision Trees 

§ Allows interpretability

§ Features (18):
§ Age
§ Current offense and level
§ Criminal record and level

§ Guns? Drugs?
§ Arrests
§ Failed to appear in court
§ Convictions

Justice Example 
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Racial Discrimination

37

18%          13%         32%
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¿Cuál es la diferencia? Justice Example 
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Dilemma
What is better?

A biased (just) 
algorithm

or
a noisy judge?

100

50
20
10
0

100

50
20
10
0

100

50
20
10
0

100

50
20
10
0
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X
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X
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Physiognomy Strikes Back
Pseudoscience

Facial Biometrics

Phrenology
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It Can be Worse Pseudoscience

Biometrics

Voice

Face

Name?
Opposer?

Homosexual?
Criminal?
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The User’s Filter Bubble
• Personalization
• Popularity bias
• Partial Knowledge of the User
• Mitigation:

• Diversity
• Novelty
• Serendipity

Unfair eCommerce
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The Dangerous Feedback Loop
• Platform

• Short-term greedy ML-based optimization
• The system is partly writing its own future 
• Partial knowledge of the world if not enough exploration/traffic 
• The system itself is in a bubble!

• Sellers
• Long tail items/players are discriminated
• Matthew effect: rich get richer, poor get poorer

• Unfair markets are unhealthy and hence less stable in the long term

Unfair eCommerce

Exposure bias
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Stupid Models?
• Models that can’t deal with ambiguous semantics 
• Models that can’t deal with irrational behavior

[Su et al, 2018]

Stupid Models

(1979)
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Stupid Models?
• Models that can’t deal with ambiguous semantics 
• Models that are too sensitive

[Su et al, 2018]

Stupid Models[Su at al., 2018] 

(1979)

Institute for Experiential AI

Limitations
• Hard to Forget what You Learn!

• “Funes, The Memorious” [Borges, 1942-44]

• You Cannot Learn what is not in the Data!

• Accuracy is not key, is the impact of errors 
• Usually false negatives are worse than false positives (e.g., illness detection)
• Many errors are not-humanà large negative impact

• Be humble, if you are not sure, tell the model to say I don’t know

Stupid Models
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Waste of Resources?
Green Computing

[Bender, Gebru at al., 2021] 

57 years
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Waste of Resources?
Green Computing

FaccT 2021
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Meta Ethics

Margaret Mitchell, Feb 20

Towards Intellectual Freedom in an AI Ethics Global Community
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Pragmatical Questions
• To which part of the system applies?
• Are all equally important?
• To whom is important?
• Are they orthogonal? 
• Can they be fulfilled simultaneously?
• Do they make sense together?

• Transparency vs. Accountability
• Is it really a principle or a tool/requirement to achieve a principle? 

Principles
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It’s Complicated
• Awareness
• Autonomy & Integrity

• Data Provenance:
• Equity & Bias
• Traceability
• Access and Redress
• Quality Assurance

• Completeness:
• Interpretability
• Adaptability
• Scalability
• Extensibility
• Interoperability
• Quality Assurance

Principles• Usability:
• Efficiency 
• Accessibility
• Resilience
• Reproducibility

• Transparency:
• Explainability
• Validation & Testing
• Documentation
• Auditability

• Responsibility:
• Privacy, Security & Safety
• Proportionality, Sustainability
• Trustworthiness, Accountability
• Maintenance, Legal compliance
• Beneficial/Wellbeing
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Legal and Ethical Colonialism
Cultural Differences

JuriGlobe - World Legal Systems Research Group, Univ. of Ottawa, Canada 
http://www.juriglobe.ca/eng/rep-geo/cartes/monde.php

Technological
Humanism
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Individual Conscience

Religious Differences
Cultural Differences

Public Morality

Law

MuslimChristian

???
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Geographical Diversity
Cultural Differences

I am because we are

Ubuntu ethics is defined as a set of central values 
among which are reciprocity, common good, 
peaceful relations, human dignity, and the value of 
human life as well as consensus, tolerance, and 
mutual respect [Ujomudike, 2015]. 
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Identity, Data Protection & Privacy
• Public Opinion vs. Collective Privacy?

• Our privacy is tied to the privacy of our social circles
• Freedom of expression vs. data protection rights (GDPR, EU)
• I can do everything that is not forbidden vs. I can do only what is allowed

• Digital nudging
• Anonymity vs. Privacy
• Awareness
• Consent/Legal Basis
• Minimal data collection 
• Minimal time stored 

Legal Issues
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GDPR - Article 22 – Automated individual  
decision-making, including profiling

• The data subject shall have the right not to be subject to a decision based solely on 
automated processing, including profiling, which produces legal effects concerning him or 
her or similarly significantly affects him or her.

• Paragraph above shall not apply if the decision:
a) is necessary for entering into, or performance of, a contract between the data subject and a 

data controller;
b) is authorised by Union or Member State law to which the controller is subject and which 

also lays down suitable measures to safeguard the data subject’s rights and freedoms and 
legitimate interests; or

c) is based on the data subject’s explicit consent.

• In the cases referred to in points (a) and (c) of paragraph 2, the data controller shall 
implement suitable measures to safeguard the data subject’s rights and freedoms and 
legitimate interests, at least the right to obtain human intervention on the part of the 
controller, to express his or her point of view and to contest the decision.
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What this Means?
You must identify whether any of your data processing falls under Article 22 and, if so, 
make sure that you: 

• Give individuals information about the processing;
• If you are using ML, you at least need interpretability

• Introduce simple ways for them to request human intervention or challenge a decision;
• If you are using ML, you may need to explain

• Carry out regular checks to make sure that your systems are working as intended.
• You may need continuous validation, testing, and maintenance.
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GDPR in Action
Discrimination

• Competence
• Consent
• Proportionality

• One Size Fits All
• All human rights, domains, sizes, etc.

• Technological solutionism vs    
normative solutionism 
• [Jaume-Palasi, to appear]
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Regulation
• Internet Companies Antitrust

• Amazon’s Antitrust Paradox [Khan, 2017]
• Google US’s DoJ Antitrust (2020/10-?)
• Facebook US’s FTC Antitrust (2020/12-?)

• Should marketplaces sell in their own marketplace?
• Yes, but with regulations [Hagiu, Teh & Smith, 2020]
• Is data asymmetry ethical? (not new, but gets amplified in eCommerce)

• Fair markets could be better revenue wise
• Fairness trade-offs [Mehrotra et al., 2018; Baeza-Yates & Delnevo, to appear]

• Ethical boards should be compulsory when humans may suffer
• At least 50% external

Legal Issues
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EU Proposal (April 21, 2021)
• Forbidden uses
• High-risk systems and requirements
• EU database for stand-alone high-risk systems
• Transparency obligations
• Governance
• Monitoring, information sharing and market surveillance
• Codes of conduct
• Confidentiality and penalties

Legal Issues
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Future Regulation?
Legal Issues

Institute for Experiential AI

Registering Algorithms
Legal Issues
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Auditing Algorithms
Legal Issues

Institute for Experiential AI

Legal Issues

FaccT 2021
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Bad (Human) Practices
• Learn from the Past Without Remembering the Context
• Learn from Humans Without Remembering Human Bias and the Possibility 

of Malicious Training
• Not Checking for Spurious Correlation/Proxies for Protected Information
• Code Reused in Unanticipated Contexts
• Tendency to Aggressively Resist Review
• Inappropriate Relationship of Human Decision Maker to System
• Failing to Measure Impact of Deployed System
• Individual Personalization instead of Personas

• Trade-off with privacy

• Inaccurate Data or Just Data that you Have Partially based in [Matthews, 2020]

Cognitive Biases
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Our Professional Biases
§ Problems

§ Our big data and deep learning bias: small data is more frequent & harder

§ Design and Implementation
• Do systems reflect the characteristics of the designers?
• Do systems reflect the characteristics of the coders?

§ Evaluation
• Choose the right experiment
• Choose the right test data
• Choose the right metric(s)
• Choose the right baseline(s)
• Julio Gonzalo’s talk: http://tiny.cc/ESSIR2019-juliogonzalo

[Baeza-Yates, KD Nuggets, 2018]

[Silberzahn et al., COS, Univ. of Virginia, 2015]

Cognitive Biases

[Johansen et al., Norway, 2020]
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What We Can Do?
§ Data

§ Analyze for known and unknown biases, debias/mitigate when possible
§ Recollect more data for sparse regions of the solution space
§ Do not use attributes associated directly/indirectly with harmful bias

§ Interaction
§ Make sure that the user is aware of the biases all the time
§ Give more control to the user

§ Design & Implementation
• Make sure that the model is aware of the bias and if possible deal with it
• Let experts/colleagues/users contest every step of the process

§ Evaluation & Deployment
• Do not fool yourself!
• Error & sensibility analysis (e.g., synthetic data if possible)
• Algorithms registration / Certification / External Auditing

Epilogue
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Recommendations for Us
• Design for People First!
• Deep Respect for Limitations of Our Systems

• Assumptions, ethical risks, etc.

• Learning from the Past does not mean to Reproduce It
• Have and Ethics Board and enforce a Code of Ethics
• Improve Explainability (repeat 100 times)
• More evaluation and cross-discipline validation
• Research Best Practices with Humans in Control and 

Machines in the Loop
• Better than “Human in the Loop”!

• Check the ethics of your providers & clients

Epilogue
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Final Take-Home Messages
§ Systems are a mirror of us, the good, the bad and the ugly
§ To be fair, we need to be aware of our own biases
§ Who profits/suffers technology, transhumanism vs. humanism
§ Ethics is complicated, do not underestimate it!
§ Plenty of open research problems! (in small data even more!)

Epilogue
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Questions?

Contact: rbaeza@acm.org
www.baeza.cl

@polarbeaRBY

ASIST 2012
Book of the 
Year Award
(Biased Ad)

Biased Questions?

New Conferences that started in 2018:

AAAI/ACM Conference on AI, Ethics, and Society 
http://www.aies-conference.com

Conference on Fairness, Accountability, and Transparency 
http://facctconference.org


