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digital humanism
0Xymoron

Erich Prem, “Principles of digital humanism: A critical post-humanist view" (2024) Journal of Responsible Technology T: 100073
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The AGE OF PARADOXES/OXYMORA

“To anticipate the prospects for global
governance in the decades ahead is to
discern powerful tensions, profound
contradictions, and perplexing paradoxes.
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ally concretized as the result R

ained over the past two dec-

_ Law in the Time
every new research question of Oxymora

iclusion that a strongly dual- el ek
inary logic and in language Rostam . Newwirth

— : sms or dualistic pairs — poses £ A

a serious obstacle to successfully tackling the problems caused by the increasingly
complex and rapidly changing world in which we live. In this world, the com-
plexity and the accelerated pace of change equally threaten — like a new pandemic
global disease — to undermine law, especially the rule of law as an instrument
providing legal certainty and predictability. These factors seem to contribute to
the failure of law to meet expectations and to solve the great problems faced by

gurt 5'—-’ >

JURILS DIVERSITAS

the global governance debate today.

Law in the Time of Oxymora concludes that ‘essentially oxymoronic concepts may inaugurate a mew era of cognition,
invalving the ways the senses interact and how we reasan, think and make decisions in law and in /ife.




Alis an Oxymoron

AI& SOCIETY (2023) 38:363-372 ——

https/dol.org/10.1007/500146-021-01311-2 el Lol . .
" Singularity

QREN PO machines reach = |

human intelligence

Artificial intelligence is an oxymoron

The importance of an organic body when facing unknown situations as they unfold in the
present moment

Jakob Svensson'

“The question then becomes whether . Will computers ever learn to
handle the messiness of the present? Will inorganic machines be able to conquer intellectus,
and if so, can this be done through data? | am skeptical.

has , and seems to include a time-bound organic body acting in a present
moment and in a changing environment.”




‘Brussel's or ‘Silicon Valley' Effect

THE SILICON VALLEY EFFECT

Forthcoming in the Stanford Journal of International Law (2025)
Chinmayi Arun’

The most influential Artificial Intelligence (“AI”) companies are
shaping AI’s legal order and regulatory discourse to protect their business
interests and shift focus away from how their practices harm human beings.
I call Big Tech’s influence on AI’s legal order the Silicon Valley Effect
and argue that 1t 1s understudied and underestimated.

ANU BRADFORD

The Brussels Effect

HOW THE EUROPEAN UNION

RULES THE WORLD
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The Narrative




The dominant Narrative: From a Race of the Development to the Regulation of Al

Al arms race: This global index ranks which
Nnations dominate Al development

In the wake of last year's generative Al surge, China still
trails the US, while Singapore is coming up fast.

j Written by Sabrina Ortiz, Editor
s _June 28, 2023 at 9:44 a.m. PT

Global distribution of Al startups e Research Papers on Al & Deep Learning Al Ecosystems: China vs USA
Top countries by number of startups producing Al solutions R R e el o e A
Since 2014, China has taken over the US and is leading efforts The US are still leading, but China is catching up fast
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https://www.vodafone-institut.de/aiandi/the-global-race-for-ai-supremacy/




The dominant Narrative: From a Race of the Development to the Regulation of Al

Al Governance Laws and Frameworks

Laws & Regulations

< 0
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The dominant Narrative: From a Race of the Development to the Regulation of Al

From a ‘race to Al’ to a ‘race to Al regulation’s [ ormnae U0 REVIEW

. o . . . . The Global Race for Al Regulation
regulatory competition for artificial intelligence§ -~
Nathalie A. Smuha & = e
Pages 57-84 | Received 03 Dec 2019, Accepted 09 Feb 2020, Published online: 23 Mar 2021

6 Cite this article 8 hteps://doi.org/10.1080/17579961.2021,1898300 . Creckfrvpstes

BiFull Article [alFigures & data G Citations |il Metrics & Reprints & Permissions | Read this article

&he New Pork Eimes D| G ITAL Digital Empires

The Global Battle to Regulate Technology

L b EM P‘ R ES Anu Bradford
How Na tlons Are LOSlng a GIObaI * Offers a comprehensive overview of the
Race to YbCkle A.I .’S Ha rms @ o watrs

* Discusses central issues facing regulators,

including antitrust, data privacy, content

Alarmed by the power of artificial intelligence, Europe, the United B s  anttr i Eontant
/:\N U moderation, digital tax, and artificial intelligence

States and others are trying to respond — but the technology is evolving N S
more rapidly than their policies. BRADFORD other key batties that wil define the future of the

digital economy



The Race of the Global Regulation of Artificial Intelligence (Al): TIMELINE
[01/08/2024 in force] EU Commission publishes “

n

CHINA
China

China

i General Conference
41st session, Paris, 2021

> 2021-11-22 UNESCO adopts Recommendation on the Ethics of Artificial Intelligence.

> 2021-12-02 Council of Europe’s (Framework Convention on Artificial Intelligence
and Human Rights, Democracy and the Rule of Law - 053-09-2024)".

> 2023-08-30

LN GA Resolution







Dangers of the “Global Race” Narrative

Racing to the precipice: a model of artificial intelligence | Al & Soc (2016) 31:201-206
development DOI 10.1007/s00146-015-0590-y

Stuart Armstrong' - Nick Bostrom' - Carl Shulman' OPEN FORUM

Having extra development teams and extra enmity between teams can increase the
danger of an Al disaster, especially if risk-taking is more important than skill in developing
the Al

Against the new space race: global Al competition and cooperation| Al &SOCIETY (2023) 38:681-683
for people https://doi.org/10.1007/500146-022-01423-0

OPEN FORUM

1

Inga Ulnicane

This Open Forum contribution critically interrogates the use of space race rhetoric in current
discussions about artificial intelligence (Al). According to this rhetoric, similar to the space race of the
twentieth century, Al development is portrayed as a rivalry among superpowers where one country will
win and reap major benefits, while others will be left behind. Using this rhetoric to frame Al
development tends to prioritize narrow and short-term economic interests over broader
and longer-term societal needs.




Al as a Global Problem: THE OECD Al PRINCIPLES

@” OECD Legal Instruments

Home About Fulllist Advance d searc

OECD/LEGAL/0449

= Adopted on: Recommendation of the Council on Artificial Intelligence
22/05/2019

(2 Recommendation Science and Technology

HAVING REGARD to the Sustainable Development Goals set out in the 2030 Agenda for
Sustainable Development adopted by the United Nations General Assembly
(A/RES/T0/1) as well as the 1948 Universal Declaration of Human Rights;

Recommendation on

HAVING REGARD to the important work being carried out on artificial intelligence E;if::‘f:gd
(hereafter, “Al") in other international governmental and non-governmental fora; Intelligence

RECOGNISING that Al has pervasive, far-reaching and global

implications that are transforming societies, economic sectors and [ ERE A LR
meeting in Paris from 9 to 24 November 2021, at

the world of work, and are likely to increasingly do so in the future; ts 4lst session.






WHAT REGULATORY APPROACH?

NATIONAL LAW

IP LAW
HUMAN &

RIGHTS LAW Competition
Law
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COUNCIL OF EUROPE

*‘ZS*
* *

CONSEIL DE LEUROPE

Council of Europe
Framework Convention on Artificial Intelligence
and
human rights, democracy and the rule of law




s =
COMMITTEE ON ARTIFICIAL INTELLIGENCE COUNCIL OF EUROPE

ZERO DRAFT [FRAMEWORK] CONVENTION (CAI)
ON ARTIFICIAL INTELLIGENCE, HUMAN RIGHTS,
DEMOCRACY AND THE RULE OF LAW Strasbourg, 30 June 2022

Preamble

Chapter |I: General provisions CUNBE[L DE I-IEURDFE
Article 1 — Purpose and object

Article 2 — Definitions CM[ZGZZ}G?
Article 3 — Principle of non-discrimination

. RESTRICTED
Article 4 — Scope

Chapter Ill: Risk and impact assessment and related measures
Article 11 — Risk and impact assessment
Article 12 — Measures in respect of artificial intelligence systems posing significant levels of risk
Article 13 — Measures in respect of artificial intelligence systems posing unacceptable levels of risk
Article 14 — Prohibited artificial intelligence practices

Article 15 — Measures in respect of artificial intelligence systems and combinations of such systems
posing significant levels of risk




Council of Europe Treaty Series - No. 225 COUNCIL OF EUROPE

—
Council of Europe Framework Convention on Artificial Intelligence and Human k X
* *

Rights, Democracy and the Rule of Law

1949 - 2024

Vilnius, 5.1X.2024 CONSEIL DE LEUROPE

Article 10 - Equality and non-discrimination

Article 1 - Object and purpose Article 11 - Privacy and personal data protection

Article 2 - Definition of artificial intelligence system Article 12 - Reliability

Article 3 - Scope Article 13 - Safe innovation

Article 4 - Protection of human rights
Article S - Integrity of democratic processes and respect for the rule of Article 14 - Remedies

law Article 15 - Procedural safequards

Article B - General approach
Article 7 - Human dignity and individual autonomy Article 14 - Remedies

Article 8 - Transparency and oversight Article 15 - Procedural safeguards

Article 8 - Accountabilty and respansibility Article 16 - Risk and impact management framework

Article 10 - Equality and non-discriminatio
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THE ELUROPEAN LNION

REGULATION (EU) 2024/1689 OF THE EUROPEAN PARLIAMENT AND OF THE COUNCIL
of 13 June 2024

laying down harmonised rules on artificial intelligence and amending Requlations (EC) No 300/2008, (EU) No 167/2013,
(EU) No 168/2013, (EU) 2018/838, (EL) 2018/1139 and (EL) 2013/2144 and Directives 2014/80/EL, (EU) 2016/797 and

(Eu) 2020/1828 (Artificial Intelligence Act)

Official Journal
of the European Union

2024/1689




Draft Al ACT
TITLE Il - PROHIBITED ARTIFICIAL INTELLIGENCE PRACTICES

Article 3 AIA

|. The following artificial intelligence practices shall be prohibited:

(a) the placing on the market, putting into service or use M (c) the placing on the market, putting into service or use of Al systems by
of an Al system that deploys subliminal techniques B public authorities or on their behalf for the evaluation or classification of the
beyond a person’'s consciousness in order to @ trustworthiness of natural persons over a certain period of time based on their
materially distort a person's behaviour in a manner that B8 social behaviour or known or predicted personal or personality characteristics,
causes or is likely to cause that person or another person B8 with the social score leading to either or both of the following:

physical or psychological harm; (i) detrimental or unfavourable treatment of certain natural persons or
(b) the placing on the market, putting into service or use whole groups thereof in social contexts which are unrelated to the
of an Al system that exploits any of the contexts in which the data was originally generated or collected;

vulnerabilities of a specific group of persons due to (ii) detrimental or unfavourable treatment of certain natural persons or

their age, physical or mental disability, in order to whole groups thereof that is unjustified or disproportionate to their social

materially distort the behaviour of a person pertaining to behaviour or its gravify;
thﬂt group in a manner that cCauses or is ||kE|y to cause (d) tI'IE use [lf ‘I‘Eﬂl'timﬂ remote hiﬂmﬂtriﬂ idEntiﬁﬂﬂtiﬂ“ SyStEmS in

that person or another person physical or psychological B publicly accessible spaces for the purpose of law enforcement, unless and in
harm; as far as such use is strictly necessary for one of the following objectives:




Legal
(1 Definition of Al

O Relation to other
Acts/Regulations/Norms

[ Causality (Cumulative)
 Harm
O Fundamental Rights

 Enforcement (detection)

Psychological Technical
3 What is  Subliminal  Definition of Al
SeRzealions 3 Which technology
O Which Senses are deploys subliminal
Implicated? . techniques? I
3 Single  Sensory or - EumbinatiPn of
Multisensory Approach? Technologies
O What is the ‘Threshold of = L0ty
awareness’  Existing or Future Techs?




SUBLIMINAL Al SYSTEMS

] ROUTLEDGE FOCUS
Introduction - rr

e

‘A popular saying qoes that /7 you ! Wlﬂ @ .

don't contral your mind, the mind |GGG -
: ’ " : THE EU ARTIFICIAL

will control you! " Additionally, it INTELLIGENCE ACT:

could be added that if we do not

control our mind, it is likely that

someone else will control your

mind for you.

ROSTAM J. NEUWIRTH

RHENE
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A.lL Is Getting Better at Mind-Reading

In a recent experiment, researchers used large language models

to translate brain activity into words.

@ By Oliver Whang

May 1, 2023

UNESCO | Somerst Contarence
Recommendation on the Ethics of Artificial Intelligence
Recognizing the profound and dynamic of artificial intelligence (Al) on societies,

environment, ecosystems and human lives, /zcluding the human mind, in part because of the new ways in
which its use influences human thinking, interaction and decision-making and affects education, human, social

and natural sciences, culture, and communication and information.




Article 5

Article 5 Article 5 Agrticle 5 Article 5
Prohibited Artificial Intelligenice
179 Practices
Text Origin: Commission
Proposal
Article 5{1)
1. The following artificial 1. The following artificial 1. The following artificial 1. The following artificial
intelligence practices shall be intelligence practices shall be intelligence practices shall be intelligence practices shall be
180 prohibited: prohibited: prohibited: prohibited:
Text Origin: Commission
Proposal
Article 5(1), point (-a)(a)
(a) the placing on the market. (a) the placing on the market. (a) the placing on the market. (a) the placing on the market.
putting into service or use of an Al putting into service or use of an AT putting into service or use of an AT putting into service or use of an Al
system that deplovs SUblinEHal system that deploys subliminal system that deploys subliminal system that deploys subliminal
techmiques beyond a person’s techniques bevond a person’'s techniques bevond a person’s techmiques beyvond a person’'s
consciousness in order to matenially | consciousness #erderteor consciousness #erderio-with the CONSCIOUSNEsS H#order+eor
181 distort a person’s behaviour in a purposefully manipulative or ebjective ro or the effect of purpoesefully manipulative or

manner that causes or 1s likely to
cause that person or another person
physical or psychological harm;

deceprive technigues, with the
abjective to or the effect of
materially distertdistorting a
person’s or a group of persons’
behaviour by appreciably iinpairing

the person’s ability to make an
infermmed decision, thereby causing

materially distertdistorting a
person’s behaviour in a manner that
causes of i1s_reasenably likely to
cause that person or another person
physical or psychological harm;

decepiive techmigues, with the
ebjective to or the effect of
matenially distertdistorting a
person’s or a group of persons’
behaviour by appreciably impairing
the person’s ability to make an
informed decision, thereby causing




Article 5

Prohibited AI practices
! The following AI practices shall be prohibited:

(a) the placing on the market, the putting into service or the use of an Al system that deploys subliminal techniques beyond
a person’s consciousness or purposefully manipulative or deceptive techniques, with the objective, or the effect of
materially distorting the behaviour of a person or a group of persons by appreciably impairing their ability to make an
informed decision, thereby causing them to take a decision that they would not have otherwise taken in a manner that
causes or is reasonably likely to cause that person, another person or group of persons significant harm:;

a) Subliminal rechnigues

(64) While the AI Act does not define ‘subliminal techmiques’. Article 5(1)(a) Al Act
specifies that subliminal techniques operate beyond (below or above) the threshold of
conscious awareness. Because subliminal techniques and the way they operate are
mmherently covert. such techniques bypass a person’s rational defences against
manipulation and are capable of influencing decisions without the conscious awareness
of the person. raising significant ethical concerns and impairing individual autonomy,
agency and free choice™?.

Another more suitable term could be “translimmal perception”, which

is used to refer to stimuli crossing (7rans) thresholds (/imines) “into or out

THE EU ARTIFICIAL

of consciousness™, both below and above our ordinary level of oA it A

. 7S5 . . . .
consciousness.’” This would also reflect the reality that both subliminal
and supraliminal cognition mfluences our behaviour, including ethical

decision-making.”® An approach using transliminal in its terminology
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Subliminal Perception

Overall, the trend in nudging and artificial intelligence has been said to show a move from * gragramming
computers to programming people’

Dirk Helbing et al., “Will Democracy Survive Big Data and Artificial Intelligence?” in Dirk Helbing (ed.), Towards Digital Enlightenment:
Essays on the Dark and Light Sides of the Digital Revolution (Cham: Springer, 2019)




OTTO POTZL

|atest scientific findings and a new understanding
of the unconscious, only 3% of our entire
cognitive functions are conscious, while the

are beyond our awareness but

Leanard Mlodinav, Subliminal- How Your Unconscious Mind Rules Your

Behaviour(New York: Vintage Books, 2012) 34.

no longer simply demonstrate,
for example,

. Instead, we seek to understand how that
prime operates, or use the basic notion of nonconscious
exposure to better understand substantive phenomenon
in the lives of consumers.

Tanya L. Chartrand and Gavan J. Fitzsimons, “Nonconscious Consumer
Psychology"” (201f) 21 Journal of Consumer Psychology -3, 3.

In particular, the combination of the collection of big
data, profiling, targeted advertisements and other
“immersive” and neuromarketing-based applications
can be expected to enhance the overall efficiency of
subliminal stimuli.

Wolfgang Reitberger at al., “Ambient Persuasion in the Shopping Context” in Jirg Miiller, Florian Alt and
Daniel Michelis (eds.), Pervasive Advertising (London: Springer 2011) 309-323, 310 and 322




Psychophysics -- Threshold of Subliminal Perception?

Unfortunately, even

aftl_il‘ stimulus SUPRALIMINAL vs. SUBLIMINAL

Subliminal stimuli cannot be perceived with us being
aware, even if we look for them. In contrast, supraliminal
stimuli can be perceived by the conscious mind,
although we often fail to notice them.

Conscious Supraliminal

Absolute Threshold level
>

Sub-Conscious Subliminal

Ramachandran (ed.), Encyclopedia of Human Behavior, Vol |, Znd ed.
(London: Academic Press, 2012) 5al-a47.

Graph Made With Visme



nstitutional Aspects

of Al Governance: S
reative Destruction?
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Figure 5: UNESCO organigramms 1946 and 2018.




INSTITUTIONAL ASPECTS OF Al GOVERNANCE

“Conventional wisdom has it that only a World War |ll might provide enough shock,
awe, and vision to equip the UN for the future.”

INTERNATIONAL
; i JOURNAL OF
@ Open Access Published by De Gruyter March 8,2024 DIGITAL LAW AND

The Global Institutional Governance of Al: A Four-

GOVERNANCE

Dimensional Perspective

Rostam J. Neuwirth (2 4

From the journal International Journal of Digital Law and Governance
https://doi.org/10.1515/ijdlg-2024-0004

................

“Transformational change in the institutions and politics of international trade, it seems,
goes hand in hand with cognitive change.”




Conclusions
POUCIN2I0U2



PERCEPTION

NATURAL
LANGUAGE

COMPUTER
VISION

DIALOGUE &
CONVERSATION

MACHINE
LEARNING

DOMAIN
DATA

Artificial Augmented
Intelligence Intelligence

Machines replacing Human Machines Aiding Human
Processes processes

Makes Decisions P Suggests Decisions

Complete Imitation of > Selective Imitation of Human
Human Brain Brain

Automated robots Collaborative Robots
performing tasks working alongside Humans

Intelligent Drones operated

Fully automated Drones by humans

fusemachines.com

instead of being a replacement for the human mind
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