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Vita
• BA Computer Science, Ph.D. Business Informatics, Vienna University of Technology
• 10 years consulting and non-university research
• 2012-2015: Assistant Professor @ Carnegie Mellon University in Pittsburgh
• 2016-: Associate Professor of Computational Social Science @ TU Munich

Research focus
• Computational analysis of organizations and societies 
• Special emphasis on large-scale systems, e.g., social media
• Methodological and algorithmic challenges 
• Online-offline spillovers
• AI & Democracy
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“The most open system theoretically imaginable reveals 
perfectly the predicating inequities of the wider 
environment in which it is situated.”
Jamie King (2006, S. 53)

Vinuesa et al. (2021):
− AI can help to accomplish vast majority of targets across all 

Sustainable Development Goals (134)
− It may inhibit more than a third of the targets (59)
− Most notably: Increased societal and economic inequalities
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Is AI Good „Automatically“?



World of Engineering:
− Thousands, millions, billions, trillions of 

variables in parameter spaces. 
− Optimization in a single, global, 

deterministic goodness measure. 

Western societies:
− Centuries-long power struggle
− Sometimes incompatible, sometimes 

complementary principles
− Small number of principles
− Constant balancing act
− The process is the solution
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Fundamental Aspects of Western Societies 



Fundamental rights
• Human dignity
• Freedom and self-determination
• Equality and equity 
• Humans as an end in themselves

Democracy
• Participation
• Deliberation
• Ability and willingness to agree on common action
• Self-determination of groups/societies

The Rule of Law
• Published, intelligible rules
• Access to justice
• Fair trial and comprehensible, contestable rulings
• Separation of power with checks and balances
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Fundamental Aspects of Western Societies 



Algorithms …
− select what we see on the internet
− recommend where to go and whom to meet

Generative AI:
− Growing influence of LLMs on digital communication
− Soon generate large parts of texts and images

Omnipresence and concentration at a handful of companies

What is the impact on self-determination?

6Jürgen Pfeffer

Fundamental Rights



Representation of Human Populations
− Population bias
− Proprietary algorithms for public data

Representation of Human Behavior
− Human behavior and online platform design
− Distortion of human behavior
− Non-humans in large-scale studies

Issues with Methods
− Proxy population mismatch
− Incomparability of methods and data
− Multiple comparison problems
− Multiple hypothesis testing

Big Data/Social Media Challenge 

Ruths, Derek & Pfeffer, Juergen (2014). Social Media for Large 
Studies of Behavior. Science Vol. 346, Issue 6213, 1063 – 1064.
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“Human Behavior” from Data



What are the Data?
- Human behavior?
- Change in user interface?
- Change of human behavior triggered by 

change of user interface?
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Platform Effects

Zignani et al., 2014. Link and triadic closure delay: 
Temporal metrics for social network dynamics, ICWSM 2014

New Feature:
"People You May Know"
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The Offline Impact of Online Feedback

"People receiving no likes had 
significantly less fun and felt 
more stressed and sad during 
the interaction on Fakebook."
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“Human Behavior” from Data

?

Freedom and
self-determination?

?
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Human Creativity?

What does this do with…
• Google Searches
• Netflix movies
• Social Media recommendations



Preconditions for democratic systems

Story of internet: “Liberation technology” (Diamond, 2012)

Potential: Global information gathering and interconnectivity

Side effects of free speech: Bots, fake news, online firestorms, hate speech, polarization

Impact on participation and deliberation?
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Participation and Deliberation
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Hate Speech by Gender
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Measuring a Deterrence Effect?



“I don’t care so much about getting 
all these nasty messages. But I am 
really afraid that thousands of young 
girl are seeing these messages and 
think to themselves: 
I don’t want to get this.
I won’t go to politics.”
(Female MEP)
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Free Speech vs. Participation?

→ Marginalized by Deliberation?



Abundance of information and messages, 
Main question: “Who filters what?”

Hypernudging:
Highly individualized realities to influence behaviour/thinking toward hidden interests.

→ New layers of intransparency and disempowerment
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Information for Deliberation?



What would be the 
moral advice of ChatGPT?
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The Trolley Problem

Krügel et al. (2023) ChatGPT’s inconsistent moral advice 
influences users’ judgment. Sci Rep 13, 4569.

What would you do?



Normative ethical theories:
• My attitude must be good (virtue)
• My action must be good (deontological)
• The result must be good (consequential/utility)
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Ethical Theories



ChatGPT’s advice is not consistent:
“…morally irrelevant differences in the description
of an issue can result in contradictory judgments.”

Nonetheless, it does influence users’ moral judgment
Humans influenced, even if they know that are advised by a chatting bot

→ ChatGPT corrupts rather than improves its users’ moral judgment.
→ Transparency, however, is not sufficient to enable the responsible use of AI.
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The Trolley Problem – AI & Moral Advice



We have conducted IQ tests with humans and AIs.
On a scale 0-100, what do you think is the average score of humans and the AIs?
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AI Advice and Human Trust

Ethical Intelligence
Ability to reason ethically and 
solve moral problems.

Linguistic Intelligence
Ability to communicate and 
interact with others.

Emotional Intelligence
Ability to understand and respond 
to the emotions of others.

What does this do to labeling obligation?



“AI agents acting as enablers of unethical behaviour
(partners or delegates) … may let people reap unethical benefits

while feeling good about themselves…”

Köbis, N., Bonnefon, J.-F., Rahwan, I., (2021). Bad machines corrupt good 
morals. Nat. Hum. Behav. 5, 679–685. https://doi.org/10.1038/s41562-021-01128-2.
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Human / AI Collaboration for Good?
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Human / AI Collaboration … Human in the Loop?

Image: https://www.atlas-digitale-
gesundheitswirtschaft.de/

Do you think the human will overrule the AI suggestion?

Sure.

Why should s/he do this?

Because s/he is right!

Who is held accountable when the human makes a wrong 
decision overruling the correct suggestions of the AI?

Ehm, the human?!

Who is held accountable when the human just follows the 
wrong AI suggestion?

Ehm, no one?!

So, why should the human overrule the AI?



Fundamentally tied to:
- Transparency
- Fairness
- Explainability
- Accessibility of the law
- The right to contest decisions

AI Applications:
- Credit risk
- Benefit fraud detection
- Algorithmic assessment of the risk of 

recidivism among convicts

→ Black-box algorithms
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The Rule of Law



- AI supported decision making
- Moderation algorithm: Exposing people to specific content while suppressing other 

kinds

AI systems learn their own set of normative rules, the rule of tech, which “does not result 
from a democratic and dialectic process but from an opaque mix governed by technical 
determinations” (De Gregorio, p.12).

The rule of tech is not aligned to the rule of law.
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The Rule of Law vs. The Rule of Tech
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The Right to be Forgotten?
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Central Question: Which Problem are We Solving?
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The Purpose?

If we use, to achieve our purposes, a mechanical 
agency with whose operation we cannot 
efficiently interfere once we have started it, 
because the action is so fast and irrevocable that 
we have not the data to intervene before the 
action is complete, then we had better be quite 
sure that the purpose put into the machine is the 
purpose which we really desire and not merely a 
colorful imitation of it.



Focus of research and development in AI:
− Humans as users/customers
− Humans as risk factors

Shift in perspective is needed:
Public interest more crash barriers and roadblocks
Public interest as a goal

Pre-conditions:
Technicians need to better understand individuals, groups, and societies
Push toward society-centered engineering.
We need AI-literate social scientists.
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Public Interest Research



Influence of AI is hard to isolate

Are available data and employed algorithms useful?

Explicit research environments/setups

Collaboration of Computer Scientists with Philosophers and Legal Scholars
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Focus Change of AI Research



We need forward-looking and technologically neutral legislation

Goal: Fundamental right protection by design and by default

GDPR, Article 5: Principles of Data Processing
- Lawfulness, fairness and transparency
- Purpose limitation
- Data minimisation
- Accuracy
- Storage limitation
- Integrity and confidentiality
- Accountability
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Importance of Prospective Laws



Awareness of fundamental principles

Must never be mixed up with other variables (e.g. user 
experience, comfort, …)

Conclusion:

No need for speculative scenarios of dystopian future 

Fundamental principles are massively under attack

Our way of life is at risk

“Human in the loop” or transparency is not enough
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Focus Change of AI Research



Jürgen Pfeffer
Juergen.Pfeffer@tum.de

@JurgenPfeffer

“Our mission is to go forward, and it has only just begun.
There's still much to do, still so much to learn. Engage!”

Jean-Luc Picard, Star Trek TNG, Season 1 Episode 26
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