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Topics

What? Ethics of AI and 
in AI

• What can we know? 
What should we 
know?

• A short intro into 
ethics

• Building models

• Modelling humans

• Bias

How? Putting ethics to 
practice

• Practical aspects

• Ethical principles of AI 
and principlism

• Approaches and tools

• The trouble with 
fairness

Other ethics: digital 
humanism

• Meta-ethics and 
politics

• What ethics really 
asks

• Agency

• Trolley problems

• Full norm 
implementation



Book Recommendation
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Introduction to Digital Humanism 

A Textbook

• This book is open access, which means that you have free and 

unlimited access.

• Discusses digital humanism in contexts such as AI, platform power, 

surveillance, democracy and technology ethics

• Each chapter focuses on a specific topic and includes questions to be 

answered and an annotated reading list 

• Chapters are written by computer scientists, philosophers, social 

scientists, political journalists and legal experts

https://link.springer.com/book/10.1007/978-3-031-45304-5



Objectives

• Introduce into ethics of AI etc

• Understand ethical concerns and what to do 

about it

• Disillusion regarding “AI ethics”

• Raise awareness for the problem, taking 

responsibility for design choices and decisions

• Point to current and forthcoming research 

topics in computing, ethics, and their 

intersection, i.e. digital humanism and politics

Ethics: the philosophical study of 
morality and how live a good life

Epistemology: the philosophical 
study of knowledge: its origin, 
nature, and limits

Ontology: the branch of 
philosophy (metaphysics) dealing 
with the nature of being



AI everywhere

https://www.bbntimes.com/science/the-future-of-ai-everywhere-on-the-edge-
transforming-our-world - https://www.ai-landscape.at/ 

https://www.bbntimes.com/science/the-future-of-ai-everywhere-on-the-edge-transforming-our-world
https://www.bbntimes.com/science/the-future-of-ai-everywhere-on-the-edge-transforming-our-world
https://www.ai-landscape.at/


And perhaps 
consciousness?
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Blake Lemoine’s Twitter

https://www.youtube.com/watch?v=4MGCQOAxgv4 What makes you think that I think you have 
some degree of Theory of Mind?

https://twitter.com/cajundiscordian/status/1545504739718307840


A few words about ethics

Compassion is the basis of morality.

A. Schopenhauer



Ethics – digital ethics

Morality is an informal public system 

applying to all rational persons, governing 

behaviour that affects others, and 

includes what are commonly known as the 

moral rules, ideals and virtues and has the 

lessening of evil and harm as its goal.

(Bernard Gert)

Philosophy of morality

• εθος – custom (behaviour)

• ηθος – character (attitude 
towards behaviours)

• descriptive, normative, applied

• Metaethics (foundation, 
theory, ontology)

Some common virtues
truthfulness
courage
honesty
impartiality
reliability
…

Ideals: e.g. justice

Some common harms
death
pain
disability
loss of freedom
loss of pleasure
loss of rights
…



Types of ethics

Virtue ethics: Aristotle

• The good life; virtues, e.g. courage

Utilitarism: Bentham

• Maximising utility and happiness

Contractualism: Hobbes

• Clever egoism / agreement

Sentimentalism: Hume

• Feeling 

Deontology: Kant

• Maxime of practical reason, categorical imperative

Motivation Action Result

Traditional ethics proposes fundamental law-like 
first rules to decide ethical problems (dilemmas).

Life practice is often a mix of approaches.



Domain ethics and digital ethics

Science ethics

Ethics of 
technology

Digital / 
Computer ethics

AI ethics, robot 
ethics, data ethics

Ethics

Law

Medicine

Animals

Environ-
ment

Tech-
nology

Knowl-
edge

…



Modelling the world

The world is everything that is the case.

L. Wittgenstein



Measurement, data, and modelling in physics

If the humidity is very high and the temperature 

drops substantially then the atmosphere is often 

unlikely to be able to hold the moisture, so it rains:

h>x and Delta T’ > y -> rain

hygro

thermo

90

18 34

The weather

Information?
Data?

N FNatural 
law

Formal 
rules

Natural world Formal world
Model:

• Correct

• Relevant

• Simple

“Observables“: measurable quantity, 
real-valued function



The modelling problem

N FNatura
l law

Formal 
rules

Natural world Formal world



AI process: from problem domain to innovation

0 Problem 
domain

•Unknown 
properties

•Known 
objectives

1 Data creation

•Sensors

•Information

•Data 
generators

2 Epistemic 
domain

•Data

•Knowledge

3 Pre-processing

•Formatting

•Selection

4 AI tools

•AI model

•AI system

5 Test and 
evaluation

•Explanation

Epistemic 
boundary

• “Automatic” modelling
• Experimental process connecting step (5) to step (1)
• Highly dependent on design choices in steps (1) to (4)

• Information process model (or framework)

N F

Natural world Formal world



Optimization and evaluation*

N FNatura
l law

Formal 
rules

Natural world Formal world

evaluation

optimization Model adaptation wrt an (explicit or implicit) 
error function: typically minimizing the model 
error for historic data. 

Evaluation wrt real-world functioning.

The model becomes a predictor of the error 
function. The model is shaped so as to 
minimize the error: this becomes represented 
in the model. 

The desired result shapes the model. The 
“formal world” represents both, input and the 
error. It becomes a decision how to look at the 
world.

In active systems, it turns them anticipatory.



N FNatura
l law

Formal 
rules

Natural world Formal world

GPT models*?

Text, text, text Text, text, text

What precisely are GPTs a model of?

* Generative pre-trained transformers

Raw language 
model

• Generative pre-
training

Mimic ideal 
chatbot 
examples

• Supvervised
fine-tuning

Human 
preferences 
over 
alternatives

• Reinforcement 
learning from 
human 
feedback



Is there understanding in Google translate or GPTs*?

Text, text, text
Text, text, text

Searle, J. R. (1980). Minds, brains, and programs. Behavioral 
and brain sciences, 3(3), 417-424.

N FNatura
l law

Formal 
rules

Natural world Formal world

* Generative pre-trained transformers



Foundation or base model

Many faces, many names

Alignment problem relates to the question

- How to ensure that the model aligns with human intentions? 

- What does (did) a foundational model really learn?

- Misgeneralization, black box, emergent goals, reward hacking, scalable oversight, 

power-seeking behaviour, stop-button problem

ML-based systems are known to learn “wrong” objectives, e.g. wrong 

classifiers, shortcuts to rewards etc.

Alignment problem

19Screen shot from War Games. © MGM https://www.imdb.com/title/tt0086567/ 

https://www.imdb.com/title/tt0086567/


Modelling people
Ethics is in origin the art of recommending to others the sacrifices required for 

cooperation with oneself. 

B. Russel



Why model human behaviour?

Classify human 
behaviour

• Simplify services and 
products

• Detect potential 
criminal activity

• Switch language, 
localize

• Minimize risks in 
insurance

• Limit the choice 
options

Predict human 
behaviour

• Recommend 
products, increase 
sales

• Adapt services, 
individualize products

Control human 
behaviour

• Avoid traffic jams

• Make people buy 
products they want

• Make people use 
public transport

• …



Making the world how you like it/how you can handle it

Three times three makes four,
widdle widdle wid,
and three makes nine
I'm making the world,
widdle widdle wid,
how i like it

Abstraction for a purpose.
It facilitates and limits.

India; marriage certification 
form.

Photo: Life Ball, David LaChapelle



Mother

Trans

Civil Union

The formal vs. the physical

---------- ----------

---------- ----------

-- -- -- -- -- --

- -

------- -------

------------ ----------

- -

There is a strong constraining and normative force 
of the formal.

What gets counted, counts. 



Should we know a person‘s
- Gender, income, 

religion, sexuality
- Online searches
- Pharmaceutical 

shopping?

Should we control a 
person‘s
- Driving
- Exercise
- Diet
- Communication

Should we predict a 
person‘s
- Talent
- Time of death
- Likelihood falling sick
- Unemployment?

N F
Natural 

law

Formal 
rules

Natural world Formal world

We are limited in 
what our (AI) models 
can know, predict, or 
control – and if we 
are modelling (or our 
models affect ) 
people we are 
morally limited in 
what we should do.

Modelling people with AI

ethicsalso ethics



Example:  Surveillance of toilets, e.g. for 

people with disabilities or dementia

Why is there privacy?

Dignity.

TU Wien Institute of Visual Computing
Computer Vision Lab

Classification of human behaviour

Is personal data different? How?
How much should we know about other 
people?



Should companies…

Build models
of employees 
based on their 
medical digital 

traces to 
predict their 

level of 
absence from 
the firm or to 

offer gym 
classes?

Should we 
monitor what 
people watch 
on television 
to improve 

program 
planning and 
advertising?

Should we 
predict a 

teenagers 
pregnancy to 

catch the 
moment she 
starts buying 
new products 

to target 
special offers?

Should we 
identify

homosexual 
couples to 
offer them 

special offers 
they might like 
for vacation?

Should we 
equip a car 

with an 
electronic 

black box to 
offer low 

insurance fees 
or disable 

carson
Saturday 

night?



How data 
analytics and 

AI may impact 
on people’s 

livesKn
o

w
in

g 
p

eo
p

le • Infringe 
privacy

• Out secrets 
to family

• Endanger 
individuals

• Interfere 
with dignity D

ec
id

e 
o

n
 p

eo
p

le • Denying 
loan

• Losing a job

• Increase 
insurance 
premium

• Objectify 
individuals 
as a mere 
category

Pe
rp

et
u

at
e 

tr
en

d
s • Continue 

the past by 
taking 
decisions 
based on 
the past 
(e.g., 
admission) In

fl
u

en
ce

 p
eo

p
le • Constrain 

choice

• Trigger 
behaviours 
(spending)

• Misinform 
voters

H
u

rt
 p

eo
p

le • Inflict 
injuries

• Deny 
treatment

• Wrong 
diagnose

• Bad 
medical 
advice

• Alienate 
from work

AI may help to make existing ethical issues explicit, e.g. 
biases and unfair practices from the past (the data). 

AI systems impact on people



More generally

Knowing

Privacy 
interference with 
choices: a right, a 
human trait, a 
psychological 
necessity?

Classifying

grouping in ways 
that people don’t 
like to be or 
should not be 
grouped: de-
invidualizing, 
ignoring outliers

Predicting

forecasting 
human 
behaviours 
deprives people 
of their right to a 
future

Acting

being treated, 
being unfairly 
treated, being 
devalued

loosing 
opportunity, 
standing, honour, 
reputation, 
dignity

Gaining power

being controlled



Example LLM (large language models)

• Data sources (quality, legality, 
ethicality, filtering…)

• Design issues (anthropomorphising)

Creation

• Usage, influence, effects, dangers

Use

• Implications, politics, geopolitics

Power



Bias
Prejudice is a great time saver. You can form opinions without having to get to the 

facts.

E.B. White



Bias

Biased world

Historical bias

Data generation

Measurement bias

Representation bias

Sampling bias

Specification bias

Aggregation bias

Inherited bias

Longitudinal data fallacy

Population bias

Data preparation

Label bias

Covariate shift

Aggregation bias

Longitudinal data fallacy

Population bias

Self-selection bias

Popularity bias

Learning

Linking bias

Popularity bias

Algorithmic bias

Evaluation

Evaluation bias

Deployment

Covariate shift

Deployment bias

User interaction

Covariate shift

Linking bias

Behavioural bias

Temporal shift

Content production bias

Feedback bias

The pursuit of fairness in AI models. T.A. Kheya, M.R. Bouadjenek, S. 

Aryal arXiv:2403.17333v1 [cs.AI] 26 Mar 2024.

A review of bias and fairness in AI, R.González-Sendino, E. Serrano, J. 

Bajo, P. Novais. DOI: 10.9781/ijimai.2023.11.001



Characterizing different types of bias

Ferrara, E. Fairness and Bias in Artificial 
Intelligence: A Brief Survey of Sources, Impacts, 
and Mitigation Strategies. Sci 2024, 6, 3.
https://doi.org/10.3390/sci6010003



Data biases

Chen, P.;Wu, L.;Wang, L. AI Fairness in Data 
Management and Analytics: A Review on Challenges, 
Methodologies and Applications. Appl. Sci. 2023, 13, 
10258. https://doi.org/10.3390/app131810258



AI and other ethics
How? Towards practices

DI Dr. tech. Dr. phil. Erich Prem, MBA
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Principlism
The cause of all human evils is not being able to apply 

general principles to special cases.

Epictetus 



Large number of “ethics frameworks”…

J. Morley et al. (2019) From
what to how. 
https://ssrn.com/abstract=3
830348

Concepts Basic notions relevant for debating ethical aspects

Principles Ethical principles (e.g. values)  

Concerns Ways in which principles are threatened through AI 

systems use and development

Rules Strategies and guidelines for addressing the challenges



Principlism

Historical core objective:
strengthening personal autonomy

Tom Beauchamp, James Childress

autonomy
non-

maleficience

beneficence justice

Principle Example application

Respect for persons Informed consent

Beneficience Weighing risks and benefits

Justice Selection of test subjects

Belmont report (April 18, 1979)
https://www.hhs.gov/ohrp/regulations-and-policy/belmont-report/read-the-
belmont-report/index.html



Ethical framework principles

- Transparency (including explicability, 

understandability, disclosure etc.)

- Justice and fairness (including 

consistency, inclusion, equality, bias, 

diversity, remedy, redress etc.)

- Non-maleficence (security, safety, 

precaution, prevention, integrity etc.)

- Responsibility (accountability, liability)

- Privacy

- Beneficence (well-being, peace, social 

good, common good)

- Freedom & autonomy (consent, 

choice, self-determination, liberty, 

empowerment)

- Trust

- Sustainability (environment, energy)

- Dignity

- Solidarity (social security, cohesion)

Various possible systems of principles; generally 4-5. 
Taken up in politics and regulations, e.g. EU AI Act.
Criticism concerns questions of relevance, governance and how to put them in practice



Approaches, tools, methods
…and many open issues.



Tools and 
methods for 
various design 
phases

Information about the system

Declarations Labels Licenses

Test phase / usage

Audits Metrics

Design phase

Frameworks Libraries Algorithms



What to do about AI to make it “ethical” (in practice)

Rules, 
regulation

Checklists

Standards Technologies

Councils, 
Boards

Consulting

Seals and 
labels

Good 
practice

Virtues …

Concepts Basic notions relevant for debating ethical aspects

Principles Ethical principles (e.g. values)  

Concerns Ways in which principles are threatened through AI 

systems use and development

Rules Strategies and guidelines for addressing the challenges



From what to how: recurring issues

Erich Prem (2023) From Ethical AI Frameworks to Tools: A review of approaches. In: AI and Ethics. 

Summaries Notions Procedures Code Infrastructure Education
Ex-post assessment 

and agreement

Overviews and 

introductions

Frameworks 

and concepts
Process models

Algorithmic 

methods
Data sets

Training and 

tutorial
Audit

Case studies and 

examples

Criteria and 

checklists

Guidelines and 

codes of 

practice

Design 

patterns

Online 

communities
License model

Declarations Standards
Software 

libraries

Metrics
Software 

assistants

Good practice Regulation Consulting
Ethics councils 

and boards
Coaching

Labels, warnings, 

consent 

management

https://link.springer.com/content/pdf/10.1007/s43681-023-00258-9.pdf


AI bias 

mitigation & 

associated 

challenges

Ferrara, E. Fairness and Bias in 
Artificial Intelligence: A Brief Survey 
of Sources, Impacts, and Mitigation 
Strategies. Sci 2024, 6, 3.
https://doi.org/10.3390/sci6010003



Fair training methods

Chen, P.;Wu, L.;Wang, L. AI Fairness in Data Management and Analytics: A 
Review on Challenges, Methodologies and Applications. Appl. Sci. 2023, 
13, 10258.  https://doi.org/10.3390/app131810258



The trouble with fairness
…and other principles.



Which discrimination...is fair?

Insurance premiums for 
rich people with big houses 
are higher than for poorer 

people. Is this fair?

Add data analysis

Younger drivers get  higher 
insurance premiums (or are 

excluded) when renting a 
car. Fair?

Add smart control 
Young men have more 

accidents at night or on 
weekends. Get a reduction 

for not driving then and 
install a monitoring device?

Add AI
Should the car propose a 

safer route and, if decided 
against, should there be a 

higher fee per trip?

Ethics or politics

Moral, ethics, or politics?
As of 2024, new cars in the EU will store data relevant for 
accidents, e.g. speed, throttle, ABS, brakes etc., but not 
directly personal data. (Regulation (EU) 2019/2144)



Ethical discrimination

M. Seng Ah Lee, L. Floridi, J. Singh (2021) Formalising trade-offs beyond algorithmic fairness: lessons from ethical philosophy and welfare 
economics. https://ssrn.com/abstract=3679975

- Certain characteristics should not result in disadvantages 
(often they have in the past)

- ethnicity, gender, religion, age, disability, sexual orientation

- Often targets a change in society (policies)
- Distinction of in/acceptable inequalities, 

(non-)explainable discrimination, ir/relevant features
- Income: relevant feature
- Gender: irrelevant

 In practice very difficult!
- Modern proposal: include only attributes that an 

individual can directly influence. (No one should be 
treated worse just out of bad luck.)

Inequality type Example

Natural Disability at birth

Socioeconomic Parents’ assets

Talent Skills

Preference Saving behaviour

Treatment Job market discrimination

https://ssrn.com/abstract=3679975


Is fairness mathematical?

M. Seng Ah Lee, L. Floridi, J. Singh (2021) Formalising trade-offs beyond algorithmic fairness: lessons from ethical philosophy and welfare 
economics. https://ssrn.com/abstract=3679975

Dozens of notions of fairness: many have mathematical interpretations. 

- Justice: adherence to the standards agreed in a society
- Fairness: related evaluative judgement whether a decision (action) is morally right 

- subjective
- underlying idea of “all humans are equal”

But: is fairness “just” a mathematical notion?

In data science, however, the question is often unavoidable – e.g. in selecting a model, shaping the 
error function etc.

https://ssrn.com/abstract=3679975


For example, biases: what is really fair?

M. Seng Ah Lee, L. Floridi, J. Singh (2021) Formalising trade-offs beyond algorithmic fairness: lessons from 
ethical philosophy and welfare economics. https://ssrn.com/abstract=3679975

Assume: modelling default risk of a lender on a loan. 
Scenario: supervised learning, some “inappropriate” attribute present, e.g. race, 
gender, social status

- False positives (FP): lost opportunity (predicted default, but would have repaid)
- False negative (FN): lost revenue (predicted repayment, but defaulted)

Various error rates:
- True positive rate, sensitivity, probability that an actual positive will test positive: 

(TPR)=TP/(TP+FN)
- True negative rate, specificity: (TNR)=TN/(FP+TN)
- False positive rate, fall-out: (FPR)=FP/(FP+TN)=1-TNR
- False negative rate (FNR)=FN/(FN+TP)=1-TPR
- Positive predictive value, precision: (PPV)=TP/(TP+FP) 

https://ssrn.com/abstract=3679975


Which inequality is fair? A selection of ideas…

M. Seng Ah Lee, L. Floridi, J. Singh (2021) Formalising trade-offs beyond algorithmic fairness: lessons from ethical philosophy and welfare 
economics. https://ssrn.com/abstract=3679975
* What one deserves, not the dry landscape.

Fairness metric (literature) Equalising Intuition/example

Maximise total accuracy N/A Most accurate model gives people the loan and interest they 
‘deserve’ by minimising errors

Demographic parity, group fairness Outcome Black and white applicants have same loan approval rates

Equal opportunity FNR Among creditworthy applications, black and white applicants 
have similar approval rates

Predictive equality FPR Among defaulting applicants, black and white have similar rates 
of denied loans

Equal odds TPR, TNR, PPV Both of the above: Among creditworthy applicants, probability of 
predicting repayment is the same regardless of race

Counterfactual fairness Prediction in 
counterfactual 
scenario

For each individual, if they were a different race, the prediction 
would be the same

Individual fairness Outcome for ‘similar’ 
individuals

Each individual has the same outcome as another ‘similar’ 
individual of a different race

Fa
ir

 e
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u

n
it

y

strict egalitarianism

Cause and effect

Responsibility-sensitive 
egalitarianism

desert*

https://ssrn.com/abstract=3679975


Fairness concepts
ML fairness

Group fairness

Demographic 
parity

Conditional 
statistical parity

Individual 
fairness

Fairness through 
unawareness

Fairness through 
awareness

Separation 
metrics

Predictive 
equality

Equal 
opportunity

Balance for the 
negative case

Balance for the 
positive case

Equalized odds

Intersectional 
fairness

Treatment 
equality

Sufficiency 
metrics

Equal calibration

Predictive parity

Conditional use 
accuracy equality

Causal-based 
fairness

Counterfactual 
fairness

Unresolved 
discrimination

The pursuit of fairness in AI models

T.A. Kheya, M.R. Bouadjenek, S. Aryal

arXiv:2403.17333v1 [cs.AI] 26 Mar 2024



Types of 

fairness 

definitions

Ferrara, E. Fairness and Bias in Artificial Intelligence: A Brief Survey of Sources, Impacts, 
and Mitigation Strategies. Sci 2024, 6, 3. https://doi.org/10.3390/sci6010003



Approaches to support AI fairness and their challenges

Ferrara, E. Fairness and Bias in Artificial Intelligence: A Brief Survey of 
Sources, Impacts, and Mitigation Strategies. Sci 2024, 6, 3.
https://doi.org/10.3390/sci6010003



Selected concepts
Group fairness 
treat groups equally, eg gender

• Demographic parity
predicted outcome independent of 
sensitive attribute

𝑃 (𝑌‘ = 1|𝑆 = 0) = 𝑃 (𝑌‘ = 1|𝑆 = 1)

• Conditional statistical parity
outcome for different groups same, 
even when adding features

𝑃 (𝑌‘ = 1|𝑆 = 0, 𝐹 = 𝑓 ) = 𝑃 (𝑌‘ = 1|𝑆 = 1, 𝐹 = 𝑓 )

e.g. student admission independent of additional features 
(GPA and admission test) – satisfied as long as similiar 
numbers of male and female students are admitted 
independent of academic performance

Individual Fairness
treat similar individuals similarly: treat 
individuals regardless of group membership

• Unawareness
no use of sensitive attribute
Caveat: non-sensitive features may 
contain discriminatory information

• Awareness
use sensitive attribute (e.g. for training) to 
ensure that similar individuals are treated 
similarly (assuming a similarity metric)



Selected concepts

Separation metrics
enforce fairness by model evaluation

• Predictive equality
equal false positive rates for protected 
and unprotected group

𝑃 (𝑌‘ = 1|𝑆 = 0,𝑌 = 0) = 𝑃 (𝑌‘ = 1|𝑆 = 1,𝑌 = 0)

• Equal opportunity
Individuals from different groups have 
equal chance

(𝑌‘ = 1|𝑆 = 0,𝑌 = 1) = 𝑃 (𝑌‘ = 1|𝑆 = 1,𝑌 = 1)

Similar to predictive equality, but focus is on true positive 
rate balance.

Sufficiency metrics
model is equally calibrated to be fair for 
different sensitive groups

• Equal calibration
similar to predictive parity-but applies 
beyond binary scores

• Predictive parity
holds if positive predictive values for 
protected and unprotected groups are 
equal

𝑃 (𝑌 = 1|𝑌‘ = 1, 𝑆 = 0) = 𝑃 (𝑌 = 1|𝑌‘ = 1, 𝑆 = 1)

E.g.: for credit scoring, probability of being classified as 
paying back the loan should be the same as likelihood of 
actually paying back the loan



Selected concepts
Causal-based fairness
Involves additional knowledge, e.g. from experts, to identify the causal structure of a case. 

E.g., explore hypothetical situations asking “what would happen, if an individual had a 
different race”

• Counterfactual fairness
same prediction for individuals having the same relevant features even if the protected 
attributes are different

𝑃 (𝑌‘𝑆←𝑠 (𝑈 ) = 𝑦|𝑋 = 𝑥, 𝑆 = 𝑠) = 𝑃 (𝑌‘𝑆←𝑠′ (𝑈 ) = 𝑦|𝑋 = 𝑥, 𝑆 = 𝑠)

where 

- 𝑆 is the protected attribute, 

- 𝑈 is the set of latent background variables, 

- 𝑋 is the remaining attributes (which is under context 𝑋 = 𝑥 and 𝑆 = 𝑠). 

Here 𝑌‘𝑆←𝑠′ (𝑈 ) represents the counterfactual variable 𝑌’, when S is set to s by an external intervention.



Approaches to support AI fairness and their challenges (ii)

Ferrara, E. Fairness and Bias in Artificial Intelligence: A Brief Survey of Sources, 
Impacts, and Mitigation Strategies. Sci 2024, 6, 3.
https://doi.org/10.3390/sci6010003



AI risks
Doing business with AI



AI Business Risks

Type of risk Examples 

Innovation risks Non-acceptance of new technologies, missed opportunities through technology 
lock-in

Technology risks Lack of robust and correct functioning, threats from new and better technologies, 
quality issues, residual risks due to lack of proven correctness

Security risks Cybersecurity attacks, data leaks, unpredicted and dangerous behaviour

Public relations risks Lack of credibility towards consumers, trustworthiness of products and services, 
public perception of unfair treatment and bias

Regulatory risks Changes in regulatory environment that impact on value proposition, production 
costs, work environments etc.

Legal risks Challenging new regulatory requirements, lawsuits emerging from legal conflicts

Human resources risks Deskilling, lack of staff at required skilled levels

Market risk Unfulfilled user expectation due to hyped AI technology perception
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Business risks emerging from AI ethics issues
Ethical issue 
(principle)

Reaction from public, 
partners & consumers

Business risk Risk avoidance and mitigation strategies

Lack of 
transparency
(transparency)

Distrust, resistance Sales loss, missed opportunities, legal and 
regulatory issues

Open data and process, model card 
(information), processes for providing 
explanations, human intervention, and oversight

Bias, discrimination 
(fairness)

Distrust, complaints Negative public perception, complaint 
management

Debiasing, diversity measures, testing, user 
information, industry standards (e.g. fairness)

Privacy 
infringement
(privacy)

Consumer complaints, 
resistance, distrust

Complaint management, lawsuits (e.g. GDPR), 
sales loss

Safe data handling practices, improved privacy 
technologies, minimization of data needs, 
preparation for data losses

Security risks
(non-maleficence)

Compensation requests, 
distrust

Legal procedures and lawsuits, negative public 
perception, complaint management

Quality assurance, testing, monitoring, early 
detection, maintenance

Regulatory non-
compliance

Distrust, complaints, 
public inquiry

Negative public perception, legal costs Compliance processes, monitoring, audits, early 
detection, maintenance

Misinformation, 
manipulation, 
system abuse

Public complaints & calls 
for action, political 
attention

Negative public perception, PR costs, change 
of technology or business model

Monitoring, early detection, legal procedure, 
public statements, contract management

Concentration of 
power (own)

Distrust, monopoly action Legal procedures, limitation in choice of 
partners, premium prices, service restrictions

Establish relationship and communication with 
regulator
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Managing AI Risks

AI risk policy: determination of an overall approach to AI risks.

AI risk analysis: listing and assessing AI risks. 

AI risk detection: recognizing AI risks and incidents of the application.

AI risk avoidance: taking measures to decrease the likelihood of AI 
risks.

AI risk mitigation: taking measures to reduce the impact of AI risks that 
materialize.
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Risk mitigation strategies
Early detection: Often the early detection of incidents can help address problems and save costs as well as further 
consequences or more incidents. Relevant tools include monitoring, feedback channels for users, documentation, 
and reporting.

Minimising financial consequences: This may include preparations for rapid discontinuation of services, insurance 
for business and customers, switching to different or previous systems.

Ensuring consumer trust: Provision of updates and repairs, procedures for maintenance, information of consumers 
such as handbooks and self-help guidelines. 

Minimising negative public perception: Companies should be prepared to address incidents publicly. This can 
include an explanation what happened, communication how the situation was addressed and how it will be 
avoided in the future. It can include an investigation and public statements from top management executives.

Policy links: AI businesses should establish functioning links with policy makers and industry associations, in 
particular in areas of identified risks. These links can be useful to steer regulation, to establish commonly accepted 
industry standards and to address incidents at a more general level beyond that of just a single company.
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Learning from risky business
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Medicine Aeronautics
Pharmaceutical 

industry
Automotive

Industrial 
control

Energy Food
Chemical 
industry

…



Medical prototype situations
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Ethical 
principles 

Regulation 

Code of 
practice

Teaching

Shared 
objectives

Tradition



Pharmaceutical industry
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Process-level controls: clear and formal rules with strict controls for the production 
processes

Auditing: high levels of internal and external auditing: consultants, regulators. Audits 
are frequent and for different processes. Internal control by teams that receive 
special training. Severe threats to businesses not following up on observations.

Quality standards: very clear rules about acceptable quality deviations and 
documentation issues and follow-up procedures. International standards with 
effective follow-up. A whole set of actors with reporting and follow-up duties. 

Specialised staff: Quality management by trained staff with knowledge in 
pharmaceutics, production & engineering, and the regulatory environment on top of 
an understanding of business issues. 



Aeronautics safety
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Monitoring and maintenance: clear and concise but useful routines for 
checking and maintaining operational safety. Well-established practices from 
short checks before every flight to routine complete overhauls of planes. 

Error handling: systems to reporting incidents and potential safety issues, 
continuous improvement of safety evolved over decades. Systematic 
investigations after incidents leading to information, warnings, 
recommendations, or grounding. 

Redundancy: includes not fully relying on the actions of others and to perform 
systematic double-checking as well as safe fall-back procedures in case of 
system failures. 

Safety culture: a principle of “safety first” to reporting and whistleblowing, 
programs that facilitate the confidential reporting of errors, shortcomings, and 
malfunctions, their potential causes and how to address them



Virtue in the digital realm
Being good

Jakub Geltner Nest 05 (2015)



The ethical entrepreneur
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• Entrepreneur turns a private/business idea into a social concept (Dunn 2008)

• The IT entrepreneur in the 1990es a concept driving business, politics, society

• Confluence of

• Digital transition as a driving force behind social, economics, and cultural flourishing

• Free and open internet facilitating exchange and bringing people together

• Converging with other technologies creating an unprecedented abundance: the shareconomy

• Creative dynamic individuals as drivers of this movement highly valued

• Great deal of scepticism today: exploitative, unethical practices of online businesses; 

thieves of public goods, destructive forces of cybercrime; dystopia of abusive power



Virtue in IT
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• Typically, what comes to mind , are brilliant scientists

• Often struggling with societal barriers

• Alan Turing, Hedy Lamarr

• Being gay or being a woman

Public Domain 
https://commons.wikimedia.org/w/index.php?curid=137325684
https://commons.wikimedia.org/w/index.php?curid=47176716 

https://commons.wikimedia.org/w/index.php?curid=137325684
https://commons.wikimedia.org/w/index.php?curid=47176716


Knowing can be dangerous: ethical hacking

• René Camille (1886 Tremolat – 1945 Dachau)

• Officer and found of the statistical bureau

• Personal identification nr. (later French social security number)

• Pioneer of punch card technology, Vichy France: population registry for 

secret mobilisation

• Member of Resistance group „Marco Polo“

• Use of mortal registry to create identities for members of the resistance

• Work-to-rule (“Dienst nach Vorschrift“) to avoid the use of the statistical 

registry for the identification of jews (June 41 – February 44) 

• Wrong use of punch cards and hacking of punch card machines to limit the 

information on census cards

• Detention, torture and deportation to Dachau 1944



IT virtues
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• Camille: courage, care, understanding tech implications, hence 

demonstrating technomoral wisdom (Vallor 2016)

and how to counteract

• Steve Shirlee: care, empathy, justice and civility. Indeed, a personal 

story of being a woman, having an autistic son.

• Aaron Hill Swartz: freedom, political activism: courage, civility, 

magnanimity.

• Jon Callas: privacy for all

• Marita Cheng: It for those with special needs

• Katie Moussouris: hacking the Pentagon.

Lynn Hart, CC BY 4.0, 
https://commons.wikimedia.org/w/index.php?curid=42234266 

(Swartz: public domain, source: Wikipedia)

https://commons.wikimedia.org/w/index.php?curid=42234266


Virtuous IT entrepreneurs
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• Separate IT virtues or classical virtues?

• Decisive ability to act, to lead, take the initiative. Don’t be theoretically benevolent. 

Action not a Kantian rule-following, but the demonstration of character.

• Acting important for character acquisition – despite frequent pointers to long-term 

disposition.

• Addressing key challenges of today: privacy, security, commons, diversity, inclusion.

• Hagendorf: justice, honesty, responsibility and care

• Vallor: self-control, courage, justice, empathy, care, or technomoral wisdom 

• Demonstration of direction, phronesis – and the person’s own, personal virtues.



AI and other ethics

…and what not?

Erich Prem

Institute of Philosophy

Philosophy of Media and Technology



Ethics
What should I do?



Why ethics?

Activity of the soul according to goodness 
(kat' aretên), and if there are several kinds 
of goodness, in the sense of the one 
which is the best and most a final goal 
(teleios). We must also add: 'in a whole 
life'. For one swallow does not make a 
spring, nor does one day. So also one day 
or a short time does not make anyone 
blessed (makarios) and happy 
(eudaimôn).“

– EN I 7, 1098a17–19.



Example: How much should we know?

Privacy – a basic right and a question of dignity

• Avoid collection of problematic data, e.g. because it is

- degrading (dignity)

- potentially exploitable against 

persons

• E.g. support tools for toilet for people with disabilities or dementia

• Use of depth sensors instead of camera

TU Wien Institute of Visual Computing
Computer Vision Lab

https://www.framos.com/de/produkte-
loesungen/3d-depth-sensing



An example of “automated” decision making

Imagine 3 agents trained to assess the gravity of your tax 
avoidance and calculating your punishment. Which 
would you prefer?

For some forms of decision-making, we may not want AI, 
or in the future disallow it.

Pexels: Julissa, Helmuth, Lenin Estrada



Example: Speech “acts” ethics

6

Privacy issues 
and data leaks

Authorship, 
plagiarism

Work 
conditions, 
alienation

Misinformation
Manipulation, 

deceit
Censorship

Fairness and 
bias

Security
Power, 

democracy

Selected ethical 
issues of 
language models 
(ChatGPT)



Ethics of human rights in the digital world

Human rights

Legal, political, historical and ethical 
dimensions - a minimum standard rather 
than higher ethical guiding principles.

Aspects of life that belong to being human 
(today positive in its legal relationship with 
the state – protection of the powerless 
from the powerful)

• Do digital technologies interfere with basic 
values (morality) or basic human rights? 

Do they have to intervene?

• Equality issues: considering everyone in the 
design of IT, access, inclusivity, accessibility

• Digital privacy

• Expressing opinions in social networks

• Technical design power

• Digital technologies touch on these aspects: 
Should they also change our perception of 
what belongs to being human?

Life, rule of law, privacy, family life, equality, 
anti-discrimination, participation, expression, 
freedom of religion, etc.



Agency
Doing it



Agency: a complex concept

Capacity of an actor to act: 

- wilful, intentional action directed at a goal different 
from reflexes

- question of causation, volition, consciousness etc.

For AI:

- Receive and use data from environment

- Take actions based on input data, autonomously, to 
achieve goals

- Improve performance by learning from interactions

(Floridi 2023)

AI:

Action 

- autonomy (a power to decide)

- not so much “intelligence”

(Floridi 2023) “a divorce of action and intelligence” 
because of decoupling problem solving from the need 
to be intelligent and adapting the environment to AI

➔ Artificial agency
(hence, the question of ethics 
and of delegating decisions to automata)

9



Trolley problems
AI agency at work

Autonomous driving

AI Bias

Proper speech

Online content



Trolley Problem

- Fat man (Thomson 1976)

- Transplantation (Thomson 1985): Healthy 

donor or patients

- Autonomous vehicles (Lin 2013): Driver or 

pedestrians

- Experiments re opinions, e.g. “moral 

machine” online quiz (MIT) with 9 dilemmas

- Huge cultural variation (e.g. saving younger 

over older)

Choice between few and many lives. 
Clarification of different ethical positions: 
• utilitarian, deontological ethics
• positive versus negative duties (virtue ethics).

Awad, E., Dsouza, S., Kim, R. et al. The Moral Machine experiment. Nature 563, 59–64 (2018). 
https://doi.org/10.1038/s41586-018-0637-6

- A bad model of practical driving situations, 

practically zero applicability

- Suggests technical solvability

- Changes discourse towards a theory-driven 

ethical debate

https://doi.org/10.1038/s41586-018-0637-6


Trolley Problem 
and 

Autonomous 
Driving

• Oversimplified questions can/should be rejected. 

• Trolley problem assumes a technical solution.

• No counting up of human lives: irreconcilable with human 
dignity

• Kantian categorical imperative: Human as an end-in-itself
“Autonomy is hence the reason for the dignity of human and 
any reasoning nature”

Ethical problems of intervention in human decision-making 

• starts with driver assistance systems

• limitation of autonomy (action)

• creating machine autonomy?

Autonomous driving agents



Speech “acts”: Chatbots as child companions

13



Illegal content 

• Publicly denying the holocaust or distributing Nazi symbols.

• Inciting terrorist acts, instructions for illegal actions, recruiting 
members for terrorist associations (online providers in the EU)

• Publishing a guide to the manufacture of drugs may be 
punishable as aiding the manufacture. 

• Participation in a suicide

• Child pornography (note: pornography is not illegal): depicting 
sexual acts with children or their genitals (regardless of how they 
are generated!). 

• Intellectual property (content, logos, software…) 

• Personal rights (images)

Content can be 
illegal or 

restricted for 
publication



Full norm implementation
AI for enforcement – Obeying tech



AI-based discourse and content moderation

AI-algorithms for the identification of problematic content

• Privatization of originally legal decision-making (public spaces?)

• Ex-ante deletion of illegal and unwanted content (AI)

• Erroneous and simplistic: formal decisions on word tokens

• Discourse power: 

• Who has the right to define what should be deleted?

• Collaboration with undemocratic states

• Rights of people whose contributions are deleted?

• Very little pro-freedom regulation 

(i.e. “rights to publish”, Freedom of speech, science, art, ). 

Automatic Private

Powerful Opaque

Legal 
change



Power of language

Language of power
Polyglot 
Training

Rare 
languages?

English 
translation

Loss of 
culture?

17



Total norm implementation

• Legality principle: 

illegal acts -> consequences 

(e.g. punishment)

• Digital world: ex ante limitation of the 

possibility to act illegally

• Private and public enforcement (rental car / 

speed)

18

Post-digital life

Legal 
enforcement

private/public

Elimination of 
ability to act 
unlawfully

Reinforcing trends

• Limitation of personal autonomy
• Violation of the right to violate the right (for some)
• Disregards exceptional circumstances
• Impedes norm violation to protest against the norm
• Disregards errors and intention



Should AI systems be ethical?

Digital systems can help implement norms such that their 
violation becomes virtually impossible (for nearly everything). 

Be careful what you wish for

Should we aim at a society that not only punishes unruly 
behaviour, but makes it impossible?
- traffic, property, human relations, speaking…. 

“Our technology quickly enforces slow-ride and 
no-ride zones to detect and prevent unsafe 
riding.” 

Superpedestrian.com (Link)

Own work.



Freedom or 
safety?
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Geofencing example.  ECD Electronic Components GmbH 
Dresden CC BY-SA 3.0, 
https://commons.wikimedia.org/w/index.php?curid=15780965

Attack in Stockholm Frankie Fouganthin, CC BY-SA 4.0 
<https://creativecommons.org/licenses/by-sa/4.0>, via 
Wikimedia Commons

• April 2017… terrorist vehicle-

ramming attacks: geofencing as 

solution

• Automatic enforcement of speed 

limits, depending on weather or area

• Other options

• Automatic switch into e-mode for 

hybrid vehicles in pedestrian areas

• Impossibility for rental vehicles to 

cross borders

• What about freedom, autonomy, 

privacy?

https://commons.wikimedia.org/w/index.php?curid=15780965


Extension ethics

Amor vincit omnia: art, medicine or porn?

Externalisation / extensionalisation of truth

• Digital means to assess legality

• Exclusive orientation at external (formal) criteria.

• Assessment based on appearance, not on intent. 
Is pornography reducible to nudity?

• Intentions are never depicted. 
EU debate on scanning private communication.

• Other examples:

• Upload filtering, cutomatic car control

21

https://de.wikipedia.org/wiki/Datei:Caravaggio_-
_Cupid_as_Victor_-_Google_Art_Project.jpg



Towards the technototal law enforcement?
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• Arendt

• Essential element of totalitarianism: loss of space for 
action (agency) through terror

• Tegmark “digital totalitarianism“

• Bureaucratic system

• Mind reading using brain-computer interfaces

• Zuboff

• Totalitarian trends following economic pressure in 
modern surveillance capitalism and loss of privacy

• Carr

• Trend away from individualism towards totalitarianism

Demolition man: Stallone, Bullock, Snipes © MGM 
https://www.imdb.com/title/tt0106697/mediaviewer/rm3052942849/



Characteristics of technototalitarianism

23

Official ideology

Creation of a new society

Truth claim

Total power (party)

Communication monopoly

Unlimited sphere of influence

Close connection with bureaucracy

Not present: 
• party power, party ideology
• leader – dictator
• system of terror
• unlimited freedom to sanction

Technologically (digitally) enabled power over 
all of the state, culture, and society that 
eliminates the possibility to act in 
disagreement with set norms.



Simon Weckert: Google Maps Hacks
Performance & Installation, 2020

www.simonweckert.com/googlemapshack.html

99 second hand smartphones are transported in a handcart to generate virtual traffic jam in Google Maps. Through this activity, it is possible to 
turn a green street red which has an impact in the physical world by navigating cars on another route to avoid being stuck in traffic. " 
#googlemapshacks

http://www.google.com/search?q=googlemapshacks


The price of 
power

• Meta‘s largest LLaMA model (Apr 23) 

• 2048 Nvidia A100 GPUs 

• training on 1.4 trillion tokens (750 words = app. 1000 token)

• 65 billion parameters

• Duration of training: app. 21 days

• App. 1 million GPU hours

• Estimated costs for LLM-model training: > US$ 4 million

• Estimated > 100 million users of ChatGPT (Jan 23), estimated 

costs of responses of > US$ 40 million per month

• Estimated costs of infrastructure for BING (Microsoft running 

OpenAI): US$ 4 billion

25April 23
https://www.cnbc.com/2023/03/13/chatgpt-and-generative-ai-are-booming-but-at-a-very-expensive-

price.html



Conclusions
Be careful what you wish for or what to do now?



Ethics for AI is complicated - unsuprisingly

• Much of the AI ethics debate still ignores or simplifies the relevance of context and 

politics. 

• “One” AI ethics does not exist. Core question of AI ethics is agency and, from the human 

perspective, autonomy.

• We do not know what we want, what we really, really want: AI ethics requires political 

debate – and a defence from principles (e.g. human rights).

• Our “ethical AI” may be provisional, acceptable, but never perfect.

• Digitization shifts morality away from intentions towards formal properties.

• Beware of technototal law enforcement.
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This is what ChatGPT says about me:

The computer researcher Erich Prem 
has delved into the realm of Artificial 
Intelligence with a keen focus on 
autonomous robots. Through his 
extensive writings, Prem has explored 
the intersection of AI and robotics, 
probing the intricacies of creating 
machines capable of independent 
decision-making and action. His work 
not only offers insights into the 
technical aspects of developing 
autonomous robots but also delves 
into the ethical implications of such 
technology, paving the way for a 
comprehensive understanding of the 
future where intelligent machines 
navigate our world. With a unique 
blend of technical expertise and 
philosophical inquiry, Erich Prem's 
contributions stand as a testament to 
the ongoing evolution of AI and its 
tangible impact on our lives. 28
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