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EU Requirements Trustworthy AI

https://digital-strategy.ec.europa.eu/en/library
/ethics-guidelines-trustworthy-ai
 

In this Lecture:

● Intro to AI/ML
● What are the challenges for 

trustworthiness?

● Selected methods to enhance 
trustworthiness
● XAI
● Hybrid AI
● Interactive ML 

https://digital-strategy.ec.europa.eu/en/library/ethics-guidelines-trustworthy-ai
https://digital-strategy.ec.europa.eu/en/library/ethics-guidelines-trustworthy-ai
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What is your assessment of trustworthiness of 
current/future AI systems?

● In what application domains would you trust 
– autonomous AI systems?
– human-supervised AI systems?

● In what application domains would you not trust AI systems?
● Are there specific AI approaches in which you would put 

more/less trust?
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Part I 
General Introduction to 

AI and ML
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Artificial Intelligence (AI)
● 1956 (John McCarthy, Stanford)
● As part of computer science/informatics

– Based on the assumption that all (many/relevant) aspects of 
human intelligence can be formalized by algorithms and 
simulated by computer programs 

– AI is the study of how to make computers perform intelligent 
tasks that, in the past, could only be performed by humans 
(Elaine Rich, 1983)

● Digital transformation provides for applicability of algorithms, also 
of AI algorithms 

https://kompetenzzentrum-hamburg.digital/digitaler-glossar/kuenstliche-intelligenz 

https://kompetenzzentrum-hamburg.digital/digitaler-glossar/kuenstliche-intelligenz
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AI vs Standard Computer Science
● Most computer programs are not based on AI methods!
● Application of AI methods means to give up requirements 

concerning correctness and completeness

e.g. air bag controller needs guarantees that it opens by impact and 
does not open in other situations, and this must hold for all possible 
situations

● Standard programs can be inspected, systematically tested, it can 
be proved that core requirements are fulfilled

● However, complex standard software also can have errors
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Need for AI Methods
● AI methods are applied if:

– A problem is so complex that its (optimal) solution cannot be 
computed efficiently   heuristic methods, approximation→

– A problem involves complex (domain) knowledge and requests 
valid inferences  knowledge based methods→

– A problem cannot be desrcibed explictly  machine learning, →
replacement of explicit algorithms by (blackbox) models induced 
from data 

Input
Processing
(Program) Output
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Three Waves of AI
● 1. Wave: Focus on explicit 

knowledge representation
– Powerful inference methods, provable 

characteristics, 
transparent/comprehensible

– Expert Systems
– But: Polanyi‘s Paradox – How can we know 

more than we can tell?
– Large amount of knowledge is tacit, 

implicit, not verbalizable 

Great expectations – big 
disappointments

→ AI Winter

1974-1980: only toy problems 
1987-1993: Knowledge Engineering
 Bottleneck
2000-2008: „Winter without  end“

==> Big Bang of Deep Learning
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Three Waves of AI
● 2. Wave: Focus on machine 

learning
– Impressive successes, 

especially for image-based 
classification (end-to-end 
learning)

– Hope: Replace thinking about 
a problem by sampling data

– But: high effort to obtain data 
in sufficient quantity and 
quality, especially in 
specialized areas
(garbage in – garbage out)

https://www.implantology.or.kr/articles/pdf/RvNO/kaomi-2020-024-03-5.pdf 

ImageNet Challenge: 
4 Mio images,1000 categories, 
annotated by humans 

Convolutional Neural Network CNNs (LeCun, 1998)
Alex Krizhevsky, (PhD student of G.  Hinton, 2012) 

https://www.implantology.or.kr/articles/pdf/RvNO/kaomi-2020-024-03-5.pdf
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Machine Learning (ML)
 ML is more than neural networks
 Perceptron (Rosenblatt, 1958)
 Reinforcement Learning (Michie, 1961; Sutton, 

1998)
 Feed Fordward Neural Networks 

Backpropagation (LeCun, Rumelhart, Hinton, 
since 1975)

 Decision Tree Learning (Quinlan, 1985)
 Inductive Logic Programming (Muggleton, 

1991)
 Support Vector Machines (Vapnik, 1995) → 

statistical ML 
 AdaBoost (Freund & Schapire,1995), Random 

Forests (Breiman, 2001), 
 Recurrent Networks → Long Shorterm Memory 

LSTM (Sepp Hochreiter & Jürgen Schmidhuber 
1997)

HABA Education
Neuronal Networks

 Learning = 
Adaptation of 
weights to optimize 
performance (wrt to 
loss)

 Neuronal Networks  
are blackboxes
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From Perceptrons to Deep Learning
● We focus on classification learning (supervised, other approaches: generative, 

representation learning)
Given a sample of re-labeld training data
learn a function f: X → Y (binary = concept learning, metric = regression learning)

● Perceptron: adapt weights by simple methods (e.g., just add/subtract input values)
● Multi-Layer-Perceptrons: can learn arbitrary computable functions up to some error 

(given enough training data and time)
● Convolutional Neural Networks: 

– Learn from raw data (e.g. bitmaps)
– No need for pre-processing (feature extraction): learn filters together with classification
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Sampling Biasese.g. gender bias
Amazon Recruiting Tool 
2015
Rating applicants for 
software developer jobs 

e.g. ethnic bias
Google Photos
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Bias in Machine Translation

Jonas Troles & Ute Schmid (WMT 2021). Extending Challenge 
Sets to Uncover Gender Bias in Machine Translation – Impact of 
Stereotypical Verbs and Adjectives
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Three Waves of AI
● 3. Wave: Explainable AI (XAI)

– Need for transparency/comprehensibility
– New family of approaches (starting 2016, 

see part II): 
● feature relevance (saliency)
● Concept-based
● Example-based

– Soon extended to: 
● hybrid AI/neuro-symbolic AI
● Interactive ML
● trustworthy AI

Selvaraju et al. “Grad-CAM: Visual Explanations from Deep Networks via Gradi
ent-based Localization.” International Journal of Computer Vision 2019.

https://arxiv.org/abs/1610.02391
https://arxiv.org/abs/1610.02391
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Lapuschkin, Sebastian, 
et al. "Unmasking 
Clever Hans predictors 
and assessing what 
machines really learn." 
Nature communications 
10.1 (2019): 1096.

Clever Hans
Models

Becoming
Aware of
Overfitting

i.e. 
correlation of
Irrelevant 
features
With class 
prediction
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Generative AI -- ChatGPT
● Transformer Networks (Google, 2017)
● Large Language Models, BERT (Google, 2018)
● GPT2 (OpenAI, 2019), GPT3 (2020), GPT4 (2023)
● ChatGPT 30.Nov. 2022 (OpenAI, sponsored by 

Microsoft), January 2023: > 100 Mio users
● GPT-3: trained on hundreds of billions of words, 175 billion parameters, 800 GB of 

storage, 2048 tokens of context
● It is estimated that training GPT-3 consumed 1,287 MWh and emitted 552 tons of 

CO2!
Time, Jan 18 2023

Components:
● LLM GPT3 – self-supervised learning, data from the web: Common Crawl, books, 

Wikipedia makes 3%
● Supervised Learning: Generation of dialogue, content filters (toxic content)
● Human-in-the-loop Reinforcement Learning: Finetuning
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ChatGPT Reception: From Completely Amazed to 
Sceptical

WIRED

Time

Training ChatGPT as well as Bard is heavily relying on 
human feedback
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ChatGPT 
Dec. 19 2022

Correct answer in English in January 2023

Is very eloquent and can present wrong information
very convincingly
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ChatGPT 

If 5 persons board a bus and 8 persons unboard, how many passengers are in the bus?

If 5 persons board a bus and 8 unboard than there are 2 passengers in the bus. This can be 
calculated by subtracting the number of persons who board from the ones who exit: 5-8 = -3, 
that is, there are 3 persons less in the bus. That is 2 passengers.

Jan. 28 2023

Correct answer
In English, June 6

Has no world knowledge and no mathematical knowledge
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ChatGPT 

Example taken from G Marcus, Rebooting AI, asked June 6 2023

Cannot perform common sense reasoning
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Generative AI
After deep learning the next very powerful approach
● Transformer net (without additional methods): 
● has no domain knowledge (e.g. cannot count, see 

number of fingers in generated images)
● Is trained on data which are not quality controlled 

and where copyright has not been respected
● Has no direct back relation to data source
● Is highly intransparent
● Might be a stochastic parrot (re-representation of 

data in transformer, no generalization)
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ChatGPT vs Search Engine vs Wikipedia

● Search engine: information in the context of a web page –  
assessment of trustworthiness possible (page of a university clinic, 
page of a pharmaceutical company, page of a healing stone seller)

● ChatGPT does not allow to refer back to the original source
● Wikipedia: Agile, crowd-sourcing, proven strategy of quality checks 

by humans
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Generative AI 
Problems
✗ No factual accuracy, no sources (on some topics probably 10% serious 

content to 90% less serious)
✗ Streamlining of language
✗ Adoption of US values
✗ Copyright
✗ Danger of desinformation campagnes
✗ Energy demands, CO2 footprint
✗ Loss of skills such as structuring complex issues?

Opportunities
✔ Relief from more repetitive tasks: more time for understanding, complex 

problem solving
✔ Democratization (writing of text, code generation)
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ChatGPT Reception – Synthetic friendliness, 
`Californication‘
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Human Learning
● Inductive Bias (do not confuse 

with sampling bias!)
● Generalization over data is only 

possible with inductive bias, 
otherwise one could only store 
information (rote learning) 

● Over-generalization: goed 
(instead of went)

● Dark side of inductive 
generalization: Stereotypes 
and prejudice  (girls are not 
good in math, boys are not 
good in interpreting poems)

Josh Tenenbaum
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Most AI is not General
● Most AI systems are restricted to one very specific domain 

(weak AI not strong AI)
● A system which is good at classifying animals cannot classify traffic signs

But: no meta cognition/awareness!
● Inadmissible anthropomorphization!
● Intelligence == excellent chess player, PhD in physics

vs. building towers from blocks, mixing a drink, recognizing a cat
➔ General AI requires consciousness and intentionality
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Summary First Part
● AI is more than machine learning (knowledge based approaches) 
● Learning is inductive generalization over examples
● Supervised learning relies strongly on human input (annotation of 

ground truth)
● Machine learned models cannot be 100% correct

– Image search `baby cat on red sofa‘ – what if every 100th image shows 
something different? 

– Image based medical diagnosis – what if every 100th output is wrong? 
● Sampling biases as well as in-equalities in the real world can result in 

unfair models 
● But: machine learning has a lot of merits (if applied adequately)
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Part II
Methods for Trustworthy AI
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(published 2019)
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https://digital-strategy.ec.europa.eu/en/library/ethics-guidelines-trustworthy-ai 

Requirements for Trustworthy AI

Schmid, U. (2024). Trustworthy Artificial Intelligence: 
Comprehensible, Transparent and Correctable. In   In: 
Werthner, H., et al. Introduction to Digital Humanism. 
Springer, Cham. 
https://doi.org/10.1007/978-3-031-45304-5_10 

European AI Act

https://digital-strategy.ec.europa.eu/en/library/ethics-guidelines-trustworthy-ai
https://doi.org/10.1007/978-3-031-45304-5_10
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Multimodal explanation

Verbal/features
Prototypical examples

http://www.darpa.mil/program/explainable-artificial-intelligence 

David Gunning, IJCAI 2016

http://www.darpa.mil/program/explainable-artificial-intelligence
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LIME as One of the First XAI Approaches
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Transparency – XAI
● Explainability is not useful 

per se
➔ Explain to whom and for 

what information need

● For model developers: 
overfitting, biases

● For domain experts: comprehensibility of AI decision 
making, calibrated (not naive) trust, explain to revise 

● For end users: transparency of data-based decision 
algorithms (insurance, health-apps)
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But: Explanations need to be faithful to the model!
Schallner, Ludwig, et al. "Effect of superpixel 
aggregation on explanations in LIME–a case 
study with biological data." Machine Learning 
and Knowledge Discovery in Databases: 
International Workshops of ECML PKDD 2019, 
Würzburg, Germany, September 16–20, 2019, 
Proceedings, Part I. Springer International 
Publishing, 2020.
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Explainability 2.0: Concept-based Explanations

Finzel, Hilme, Rabold,
Schmid (u.r.), Rectifiable
Concept- and Relation-based
Explanations, MLJ
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Near Miss Explanations for Effective Teaching

Gentner & Markman. Structural 
alignment in comparison: No 
difference without similarity. 
Psychological Science, 5(3):152–
158, 1994.
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Contrastive Explanations and Causality

 Tim Miller, Explanation in artificial intelligence: Insights from the social sciences. AIJ 2019

Causal explanations are contrastive (Tim Miller, 2019, refering to P. Lipton, Contrastive explanation, 
Royal Institute of Philosophy Supplement 27, 1990)
➔ To be a beetle, an arthropod must have six legs, but this does not cause an arthropod to be a beetle – 

other causes are necessary. 
➔ But, to answer the question: “Why is image J labelled as a Beetle instead of a Spider?” it is sufficient to 

cite the fact that the arthropod in the image has six legs. 
➔ We do not need information about eyes, wings, or stingers to answer this, whereas to explain why 

image J is a spider in a non-contrastive way, we must cite all causes.
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Near Miss Explanations for Effective Learning and 
Effective Teaching

Patrick Winston, Learning 
structural descriptions from 
examples. 
MIT/LCS/TR-76,  1970.

Principles of
efficient teaching

Shafto,  Goodman,  & 
Griffiths,  A rational 
account of pedagogical 
reasoning: Teaching by, 
and learning from, 
examples. Cognitive 
Psychology, 71, 55-89, 
2014

Telle, J. A., Hernández-
Orallo, J., & Ferri, C. 
(2019). The teaching size: 
computable teachers 
and learners for 
universal languages. 
Machine Learning, 
108(8), 1653-1675.
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Herchenbach, Müller, Scheele, & Schmid,  
Explaining image classifications with near 
misses, near hits and prototypes. ICPRAI 2022. 

Maximum Mean Discrepancy, similarity 
measure on distributions

Extended to Near Miss Explanations

Help the quality engineer

to understand classification

boundaries of the model

to provide helpful examples

for model adaptation 
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XAI: Explaining by Near-miss Examples

Slany, Emanuel, et al. "CAIPI in practice: Towards explainable interactive 
medical image classification." Artificial Intelligence Applications and Innovations. 
AIAI 2022 IFIP WG 12.5 International Workshops: MHDW 2022, 5G-PINE 2022, 
AIBMG 2022, ML@ HC 2022, and AIBEI 2022, Hersonissos, Crete, Greece, 
June 17–20, 2022, Proceedings. Cham: Springer International Publishing, 2022.

Kiefer, Sebastian, Mareike Hoffmann, and Ute 
Schmid. "Semantic Interactive Learning for Text 
Classification: A Constructive Approach for 
Contextual Interactions." Machine Learning and 
Knowledge Extraction 4.4 (2022): 994-1010.

https://www.kaggle.com/datasets/andrewmvd/medical-mnist 

https://www.kaggle.com/datasets/andrewmvd/medical-mnist
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Hybrid AI/Neuro-Symbolic AI
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Rabold, Schwalbe, Schmid, Expressive Explanations of 
DNNs by Combining Concept Analysis with ILP, KI 2020
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Deleting Irrelevant Files/Data

Schmid, U. (2021). Interactive  learning with 
mutual explanations in relational domains. In: 
S. Muggleton and N. Chater, Human-like 
Machine Intelligence,(chap.~17). 338-354, OUP. 

What must be minimally changed 

that this file is not classified as

Irrelevant? 
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Machine to HumanTeaching

Human to Machine
Teaching

Ultra-Strong Machine Learning
Donald Michie (1988):

● Weak ML: machine learner produces improved predictive 
performance with increasing amounts of data

● Strong ML: additionally requires the learning system to provide 
its hypotheses in symbolic form (interpretable machine learning, 
e.g. Rudin, Nature ML, 2019)

● Ultra-strong ML: extends the strong criterion by requiring the 
learner to teach the hypothesis to a human, whose performance 
is consequently increased to a level beyond that of the human 
studying the training data alone 
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Mutual Human-Machine Explanations 
● Human explanation: label correction plus 

correcting the explanation  model →
adaptation  (explanatory interactive ML)

● Advantages of human in the loop:
– human guidance for ML (expert 

knowledge, common sense)
– might also be a cure against automation 

bias
– no marginalizaiton of human competences 

by autnomous AI ● Accountability problem: who is allowed to 
correct a model decision leading to 
changes of the system behaviour?
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Explain to revise
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Image-based Quality Control of Welding Seams

Collaboration with Porsche digital,
Gramelt, Höfer, Schmid, Interactive Explainable Anomaly Detection
For Industrial Settings, ECCV 2024
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FairCAIPI

Heidrich L, Slany E, Scheele S, Schmid U. FairCaipi: A Combination 
of Explanatory Interactive and Fair Machine Learning for Human and 
Machine Bias Reduction. Machine Learning and Knowledge 
Extraction. 2023; 5(4):1519-1538. 

Interactive ML



51/55 U Schmid – Trustworthy AI -- DIGIHUM 24, TU Wien

XAI for Educating Nurses

The facial expression of Ms Miller 

Indicates that she is in pain and not 

that she is disgusted

Hassan, T., Seuß, D., Wollenberg, J., Weitz, K., 
Kunz, M., Lautenbacher, S., ... & Schmid, U. 
(2019). Automatic detection of pain from facial 
expressions: a survey. IEEE Transactions on 
Pattern Analysis and Machine Intelligence, 
43(6), 1815-1831.



52/55 U Schmid – Trustworthy AI -- DIGIHUM 24, TU Wien

Schmid, Ute, and Bettina Finzel. 
"Mutual explanations for 
cooperative decision making in 
medicine." KI-Künstliche 
Intelligenz 34.2 (2020): 227-
233.

Knowledge-informed, explainable and interactive ML for Medical Diagnosis
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Explanation Dialogs

Finzel, Bettina, et al. "Explanation as a process: user-centric 
construction of multi-level and multi-modal explanations." KI 2021: 
Advances in Artificial Intelligence: 44th German Conference on AI, 
Virtual Event, September 27–October 1, 2021, Proceedings 44. 
Springer International Publishing, 2021.
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Take Away
● The advance in AI has huge potential for many application domains, 

among them medical diagnosis, drug design, intelligent production, 
education

● For trustworthy AI applications, transparency, fairness, and human 
agency and oversight are crucial

● New challenges for AI research: explainability, knowledge-informed 
machine learning, fairAI methods, explain to revise methods of 
interactive machine learning 

● The AI Act of the European Union addresses requirements for 
trustworthy AI, however it has to be seen how these are controlled 
and enforced (without hindering research and novel applications)

Stuart Russell: We never asked ourselves
„what if it really works“ (2019)
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What is your assessment of trustworthiness of 
current/future AI systems?  (after the lecture)

● In what application domains would you trust 
– autonomous AI systems?
– human-supervised AI systems?

● In what application domains would you not trust AI systems?
● Are there specific AI approaches in which you would put 

more/less trust?
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