
Trustworthy Recommender Systems 
for Social Good

Francesco Ricci
Senior professor - Competence Center on Sustainability

Free University of Bozen-Bolzano, Italy
fmr959@gmail.com

4th ACM Europe Digital Humanism Summer School, September 8th to 12th, at TU Wien, Austria.



Content

• Recommender systems
• How do they work and how do they influence us
• Trustworthy recommender systems
• European legislation: Digital Service Act
• Evaluating recommender systems 
• Model based simulation of user/system interaction
• Case study: sustainable tourism recommendations
• Behaviour change for social good
• By increasing user awareness of sustainable choices
• By increasing recommendation salience of sustainable choices

• Positive sum effect for tourists and local community
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Recommender Systems
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Recommender Systems

• Provide suggestions for items that 
are likely to be of interest to a 
particular user (decision support)
• Operational Steps:

1. Preference elicitation 
(behavioural data collection)

2. Preference prediction
3. Selection of recommendations
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How do they work?

• They solve a (discriminative) prediction 
problem: will the item j be interesting for 
user u?

• Make use of formal heuristics:
• If j is liked by users similar to u then it will be liked by u
• If u likes items similar to j then she will like j
• If the matrix R can be aproximated by two lower F-rank 

matrices (P and Q), describing users and items, then 
this decomposition can predict the value of unknown 
user/item interactions.
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Testing for Accuracy

• Error can be estimated only on interaction data present in the test set
6
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Encoder-only LLM Recommendation

• Each item’s text content (e.g., title, description, 
and/or reviews) is treated as a document
• If no explicit query is available from the user, 

synthesize a query by concatenating the 
descriptions of a user’s recently liked items
• Dense retrievers (e.g., BERT) produce a ranked list 

of documents given a query by evaluating the 
similarity (e.g., cosine similarity) between the 
encoder-only LLM document embedding and the 
query embedding. 

7[Deldjoo et al., Recommendation with generative models, arXiv:2409.15173, 2024]



Gemini for Travel Planning

8
https://create.microsoft.com/en-us/learn/articles/how-to-use-chatgpt-for-vacation-planning

https://www.forbes.com/advisor/credit-cards/travel-rewards/chatgpt-for-travel-planning/

Recipe:
• Start by providing some context
• Ask for what you want
• Be specific
• Refine your answer

• Speedup travel planning
• The results look appealing (too 

much?)
• Possible wrong information
• The results may largely vary 

depending on the destination
• Miss temporal events (LLM is 

not frequently updated).
[Volchek, K. and Ivanov, S., ChatGPT as a Travel 
Itinerary Planner. In ENTER e-Tourism 
Conference (pp. 365-370). 2024]
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Multistakeholder Systems

1 Multistakeholder Recommendation 3

search problems bring them to the platform, and who expect recommen-
dations to satisfy those needs.

Providers (aka suppliers): The (item) providers are those entities that
supply or otherwise stand behind the recommended objects. Providers
can be defined in many di↵erent ways, depending on the desired locus
of analysis. For example, when recommending movies, the provider might
be the movie studio that released it, the director(s) behind it, the actors
featured in it, the country of production, or other relevant aspect.

System: The final category is the organization itself, which has created a
platform and associated recommender system in order to match consumers
with items. The platform may be a retailer, e-commerce site, broker, or
other venue where users seek recommendations.

(a) User-centered View of Recommendation

(b) Multistakeholder View of Recommendation

Fig. 1.1 User-centered schema for recommendation versus multistakeholder schema.

[H. Abdollahpouri & R. Burke, Multistakeholder Recommender Systems, in Recommender Systems 
Handbook, 647-677, 2022] 9



Influencing

• User preferences are constructed while consuming 
the recommendations
• The RS may have a hidden agenda
• Influencing is easy [Adomavicius et al. 2013]

• But deliberately influencing users to change their 
preferences or behaviours is not easy 
• For instance, exposing users to diversity does not 

produce choice diversity [Helberger et al. 2018]

10

[G. Adomavicius et al., Do Recommender Systems Manipulate Consumer Preferences? A Study of 
Anchoring Effects. Inf. Syst. Res. 24, 4, 956–975, 2013]
[N. Helberger et al., Exposure diversity as a design principle for recommender systems. 
Information, Communication & Society 21, 191–207, 2018]



Exposure vs Effect (Choice)
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Effects on Humans

• If my friends are recommended to eat pizza, they will tend to eat 
pizza and I will be recommended to eat pizza as well - delayed effects
• We are becoming more and more predictable since we are forced to 

be predictable
• Novelty and creativity could decrease
• The most reliable and effective models can only be built by the big 

Internet players – they know how we react to their recommendations
• Recognition of the importance of the experts is decreasing – there are 

no more experts.

12



Trustworthy Recommender Systems

• Trustworthy Recommender Systems (TRSs) aim to better 
serve users in the complex and challenging cyberspace
• Stakeholders, including users, owners and regulators of 

RSs not only demand recommendation accuracy but also 
need trustworthiness, including robustness, fairness, 
explainability and privacy preservation
•  Trustworthiness is even more important than accuracy 

in some critical and sensitive domains, including finance 
and medicine, where highly reliable RSs are required. 

13
[S. Wang, X. Zhang, Y. Wang, F. Ricci: Trustworthy Recommender Systems. ACM Trans. Intell. Syst. Technol. 
15(4): 84:1-84:20 (2024)]



Digital Service Act

• Article 34 (Risk assessment): when conducting risk assessments, providers ... shall 
take into account ... : (a) the design of their recommender systems and any other 
relevant algorithmic system
• Article 37 (Independent audit): providers ... shall be subject, at their own expense 

and at least once a year, to independent audits to assess compliance with ...

• Article 38 (Recommender systems): ... providers ... that use recommender systems 
shall provide at least one option for each of their recommender systems which is 
not based on profiling  

• Article 40 (Data access and scrutiny): providers ... shall, at the request ... explain 
the design, the logic, the functioning and the testing of their algorithmic systems, 
including their recommender systems. 

14
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Measuring Performance

• User preference
• Prediction accuracy
• Coverage
• Confidence
• Trust
• Novelty
• Serendipity
• Diversity
• Fairness

• There are trade-off
• The effect of these properties 

(quantitative) on user experience may 
be unclear
• The effect may depend on the user
• They must be tuned to the specific 

user/application.

16

• Risk
• Robustness
• Privacy
• Adaptivity
• Scalability
• Explainability
• Transparency



• We flight (online) only reasonable systems – “is a candidate 
good enough?”

• Collect a group of test subjects and ask them!
• User study
• A group of (paid) volunteers tries one or many alternatives
• Experiment can be done in a controlled environment
• Subjects can answer questions about the test, before and 

after
• Subjects can provide additional relevant information that is 

not available for real users (e.g., marital status).

17

User Studies



• Problem: offline testing must mimic recommendation setting and  
user’s behaviors as closely as possible
• Typical scenario in machine learning (e.g., classification)
• Train offline: on plates correctly labelled by humans 
• Test offline: on some plates not considered in training
• Offline test plates images are distributed exactly as those 

recorded by the deployed camera
• Offline train/test is not valid for rating prediction in RSs:
• RS generates many recommendations for a user and we should 

assess the goodness of all them
• But we know only the quality of the recommendations that the 

user rated and are in the test set.
18

Offline Testing



Offline Testing Issues

• RecSys affects user behavior
• Hence user ratings or behavior data collected in the past - with a 

particular RS strategy - may not be a safe “ground truth” for designing 
a new “intervention” RS

• In practice all the data sets (user choices/rating)
that we use have been acquired while the 
users were exposed to unknown treatments. 

21

Can you estimate the effect of novel drug by 
using the historical data of subjects possibly 
treated with some unknown drug?  



• Learn a model that capture the behavior of users (choice model) 
while being exposed to recommendations
• Use this model (not the test data) to simulate user feedback while 

testing a novel RS
• Pros: 
• We can run as many interactions as needed 

with a novel candidate RS
• Cons:
• We must be able to guarantee that the choice model 

truly captures users’ behaviors (better than assuming that the 
items the user chose in the past will be chosen again). 22

Model-based Simulations 
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Simulation of Choices
• Simulated users estimate items’ utility (learned preferences)
• Users are aware of: 

a) recommended items, 
b) popular items, and c) items that 
match their preferences
• They choose with a probabilistic 

model: the larger the item utility is, 
the larger the choice probability is
• RecSys is supposed to increase the user’s estimated utility of the 

recommended items.

23
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N. Hazrati and F. Ricci

Fig. 1. General schema of the proposed simulation framework.

3. RQ3: Does a better users’ awareness of the catalogue of the items, i.e., being aware of a larger number of items, lead to better
choices, that is, higher users’ rating for the choices? We expect that when the awareness of the catalogue increases, the diversity
will increase as well, but the choice’s rating could decrease because fewer recommendations are chosen, and recommendations
are supposed to produce better choices (i.e., with higher ratings).

4. RQ4: Is a larger recommendation set producing an increase of choice diversity? If yes, has the awareness set size a larger or
smaller effect on choice diversity than the recommendation set size? While recommending more items should result in a higher
choice diversity, increasing the awareness set size may even be more effective in diversifying the choices.

3. Related work

The studies dedicated to analysing the effect of RSs on users’ choice behaviour have followed two main approaches: online
experiments and simulation of user behaviour. In online experiments, a web platform offering products to users, while alternative
RSs make recommendations to users, is implemented. Then, the measurable effect of the used RSs on the actual users’ choices is
compared (Matt et al., 2013; Senecal et al., 2005; Zhu et al., 2018). Matt et al. (2013) designed a website offering music tracks
to users. They randomly assigned users to five distinct groups. In each group a specific RS suggests items to the users. Then, they
analyse the effect of the implemented RSs on users’ choices by measuring diversity metrics such as the Gini index (Dorfman, 1979).
Even though their results are interesting, they have tested their hypotheses only on a small set of users (32 users) and one single
domain (music domain).

Online experiments have achieved interesting results that show some effects of RSs on users’ choice behaviour. However, they
offer a limited perspective, because only a few scenarios can be analysed and it is difficult to generalise the obtained results. As a
consequence, few researchers have followed this approach.

Conversely, the simulation of users’ choice behaviour is simpler to implement and many alternative conditions can be studied. In
a simulation, a collection of simulated users (agents) make (repeated) choices for items, while an RS is also simulated to affect the
users’ choices. Simulations of user behaviour in RSs have been primarily used to evaluate reinforcement-learning approaches (Huang
et al., 2020; Ie et al., 2019; Zhao et al., 2019). However, some studies have adopted the simulation approach to understand users’
choice behaviour in the presence of more general RSs (Bountouridis et al., 2019; Fleder & Hosanagar, 2007, 2009; Hazrati et al.,
2019; Nadolski et al., 2009; Sie et al., 2010; Szlávik et al., 2011; Umeda et al., 2014).

Fleder and Hosanagar (2009) introduced a simulation procedure in which the users iteratively select items among a small set of
candidate fictitious products based on a probabilistic multinomial-logit choice model (Brock & Durlauf, 2002). The model is based
on randomly generated utility functions, one for each user: the higher is the computed item utility, the more likely the item is chosen.
They were the first to assume and simulate that users cannot select an arbitrary catalogue item, but only items in a smaller, user
specific set, called awareness set, that represents the users’ knowledge of the items in the catalogue. Furthermore, a recommended
item is assumed to receive an increased utility for the target user. This simulates the recommendation’s effect to increase the visibility
and salience of an item and consequently the user’s estimation of its utility. Finally, they observed the effect of RSs on the users’
choices in terms of choices’ diversity. While, this study warned about the lack of diversity that could be produced by an RS, it was
conducted on a small set of (50) fictitious users and items. Conversely, our simulation approach is designed to use more realistic and
large data sets of logged user/item interactions (Amazon eCommerce platform). Moreover, while Fleder and Hosanagar (2009) used
a random utility function for each user, in our simulation (see Fig. 1), the utility functions are derived from the above mentioned
data sets of real users’ choices and ratings. Furthermore, they assume that in each time interval of the simulation, each user makes
a single choice, while we extract from the log data set the number of simulated choices that each user makes.

In another work, Bountouridis et al. (2019) adopt a simulation framework similar to that proposed in Fleder and Hosanagar
(2009) and they apply it to the news domain. Their simulation allows content providers to select different RSs and analyse their

[N. Hazrati, F. Ricci: Recommender systems effect on the evolution of users' choices distribution. Inf. Process. 
Manag. 59(1): 102766 (2022)]

Learning and Optimization

Learning and Optimization



Choice Model (softMax)

• Au is the Awareness set: items that the user may consider to 
choose because are known
• vuk is the estimated expected utitility of the item k for the user u 

(computed with a predictive model)
• When an item k is recommended the user updates the expected 

utility of the item (salience): 
vuk := 2* vuk

• We can simulate the interaction of the user with any item and 
artificially simulate the salience effect of the RS.

24

awareness set, 9 is removed from her awareness set; this because
we assume that a user chooses an item only once (e.g., a book is
bought only once).

In the performed simulations we varied the awareness set sizes
in order to investigate its e�ect on the users’ choices distribution.
In the �rst used data set,  8=3;4 , we consider larger values, varying
from 500 to 50000, while in the second, ">E84!4=B , we consider,
for lack of space, only one value, 200 (data set are fully described
in Section 4.2).

3.2 Choice Model
When a user is simulated to make a choice (for an item) is is sup-
posed to use a multinomial-logit choice model. We adopt this model
because it is a simple but e�ective approach, which has been previ-
ously validated. This also makes our results comparable with earlier
simulations [5]. The utility of the item 9 for the user D is assumed
to be known by the user and equal to the best estimation of the
rating of the user D for the item 9 (using the full knowledge of the
reference data set): ED 9 = ÂD 9 , where ÂD 9 is the predicted rating of
the item 9 for the user D. D is supposed to choose an item 9 among
her awareness set’s items, with the following probability:

? (D 2⌘>>B4B 9) = 4ED9Õ
:2�D

4ED:
(1)

In practice, items that have larger predicted rating are more likely to
be chosen, but the user does not necessarily select the itemswith the
largest predicted ratings. This assumption tries to take into account
the potential human errors introduced by utility estimation and the
fact that no decision maker is perfectly rational.

3.3 Recommendations
The following �ve RSs are considered in the simulation and they
recommend 10 items each time a user is simulated to make a choice.
• %⇠� - Popularity-based CF: is a neighborhood-based collabo-
rative �ltering that identi�es the nearest neighbors of a target
user D (by using the cosine similarity between the users’ 0/1
choices’ vectors). The most popular items among the choices of
the nearest neighbor users are recommended to the target user.

• !%⇠� - Low Popularity-based CF: is similar to %⇠� , but it penal-
izes the score of popular items, computed by %⇠� , by multiplying
it with the inverse of their popularity. The highest scored items
are recommended.

• �" - Factor Model: is a RS which generates recommendations
following the approach proposed in [11].

• %$% - Popularity-based: the most popular items in terms of the
number of times that they were selected before are recommended.

• �' - Average Rating: The items are scored with a variation of the
average rating. This methods is used by IMDB.com. A weighted
average is calculated for each item as:,' = ( E

E+<⇥')+( <
E+<⇥⇠),

Where ' is the average rating for the item, E is the number of
times that this item is rated,< is the minimum number of ratings
required to be considered by the RS, and ⇠ is the average of
all of the ratings in the data set. The highest scored items are
recommended.
It is here important to note that if an item 9 is recommended to

the user D, by a RS, then it is added to the awareness set but also

Update the RS and 
simulate the next

month

Yes

User u
Build u’s

awareness set
(Section 3.1)

RS recommends
items to user u. 

(Section 3.3)

User u
chooses an 

item (Section
3.2)

Next 
user?

No

Figure 1: Simulation procedure of one month’s choices

its utility ED 9 is boosted by a multiplicative factor X :

ED 9 = X ⇤ ED 9
Hence, recommended items are more likely to be chosen by the
user, compared with items having the same (estimated) utility, but
not recommended. This simulates the e�ect of recommendations
on user choice behaviour. Moreover, in order to simulate that rec-
ommended items are however not always chosen, then X was set
to 2. We experimentally checked that with this value users choose
one of the 10 recommended items with 60-70% probability.

4 EXPERIMENTAL STRATEGY
4.1 Evaluation Metrics
By running the above described simulation procedure we are inter-
ested to measure the e�ect of RSs on the distribution of the users
choices. Particularly, we are interested in their diversity and quality.
Hence, we introduce here three metrics that capture these proper-
ties. The simulation results shown later are obtained by averaging
the measured metrics over 5 repetitions of the simulation.

Moreover, for each month in the simulation, we show metric re-
sults computed over the “accumulated” choices up to the simulated
month, i.e., from the �rst simulated month to a target simulated
month. We will then analyse the variation of the metric at succes-
sive time intervals.

In order to measure choice diversity we use the Gini index
that has also been considered in related studies [1, 5, 14, 16, 20].
Gini index de�nition is based on the “Lorenz curve” !(G), which is
the fraction of the choices generated by the lowest 100*G% chosen
items, G 2 [0, 1] [4]. The Gini index is then: ⌧ = �

�+⌫ , where
� =

Ø 1
0 (G � !(G))3G and ⌫ = 1

2 � �. The Gini index measures
inequality distribution with a single value⌧ 2 [0, 1]. G is 0 when a
perfectly uniform distribution of choices across items is observed,
while it is close to 1 when choices are including only a small part
of the items’ catalogue.

We also measure the average utility of the users’ choices. It is
the mean of the (predicted) rating of the users chosen items. For
each user, we compute the average rating of the chosen items, then
we average the users’ mean values. We are interested in this metric
to understand if a RS helps the users to �nd valuable items. The
predicted rating of a user for an item is in fact the only measure
that we have at our disposal to assess the quality of their choices.

Finally, we measure the popularity of the chosen items. In every
simulation month, the average popularity of an item is equal to the
number of times that this item has been chosen by the users up



Simulation Results

• Gini is a measure of diversity of the choices: larger Gini means lower diversity
• AR = average rating RS; POP = most popular RS; FM = Matrix Factorization RS; PCF = 

most frequent in the neighbors RS; No-R = no recommendations; LPCF = most 
frequent in the neighbors but also non popular.

25
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Fig. 3. Evolution of the Gini index of the observed and simulated choices under the effect of the five considered RSs.

Fig. 4. Evolution of Recommendation Acceptance over the simulated choices under the effect of the five considered RSs.

For instance, in Fig. 3(a), the x axis shows the month of simulation and the y axis shows the values of a metric calculated over all
the simulated choices up to the end of the month x. Hence, for instance, at month x = 4 it is shown the Gini index calculated over
the accumulated choices simulated in months 1, 2, 3 and 4.

We also calculate the performance metrics on the observed choices, i.e., those stored in the log data sets in the considered
months of the simulation. This enables us to compare our simulation results with logged users’ choices. Even though we do not
know the exact conditions that have determined the choices logged in the data sets and if, for instance, an RS was used, the metrics
computed on logged data can be used as a qualitative reference point for better assessing the impact of the considered RSs. The
label ‘‘Observed’’, which is used in the graphs, refers to a measured metric on the logged choices observed in the data set, while
the other curves are relative to the simulated choices.

Additionally, to address the research questions 3 and 4, we analyse the calculated metrics over all of the choices, i.e., from the
first to the last simulated month of choices. These information is presented in Tables 5 and 6.

6.1. Recommender systems’ effect on choice diversity: Gini index

We start by addressing the first research question: ‘‘RQ1 - How personalised and non-personalised RSs affect the evolution of
choice diversity? What features of the RSs determine their specific impact?’’

The evolution of the Gini index is shown in Fig. 3. We observe a clear tendency of the choices to grow in diversity with time:
the Gini index is always monotonically decreasing. However, comparing the Gini index in the presence and absence of RSs, we note
that it is very difficult that an RS can produce a higher diversity than when no RS is used. In fact, only in Fig. 3(c) (Kindle data
set), LPCF and FM produce slightly smaller Gini index values than the baseline case, called NO-RS, while in Fig. 3(b) (Games data
set), only LPCF has a lower Gini index. Nevertheless, considering the comparison of either LPCF or FM with the NO-RS case in the
three data sets, we can conclude that the evolution of the Gini index in the presence or the absence of an RS strictly depends on
the log data.

Another evident observation is that in all of the considered data sets, the personalised RSs (PCF, LPCF and FM) produce lower
Gini index values compared to the non-personalised ones (AR and POP). This means a higher choice diversity for the personalised
RSs. This is more evident in Apps and Games. This effect is clearly motivated by the fact that the non-personalised RSs make
the same recommendations to all the users, while the personalised RSs adapt to each individual user’s profile. However, there is
another reason why the Gini index is larger for non-personalised RSs: the Recommendation Acceptance of the non-personalised RSs
is higher than for the personalised RSs, especially in the Apps and Games data sets (see Fig. 4). Hence, the choices influenced by
the non-personalised RSs are more often made among the narrower set of recommended items and not among the other items in
the awareness set.

When discussing choice diversity, it is worth considering Choice Coverage (see Fig. 5), which gives another perspective on the
broad dimension of diversity. Personalised RSs produce choices that cover a larger part of the catalogue compared to the non-
personalised RSs. Hence, the choices determined by the personalised RSs are covering a larger spectrum of items (Choice Coverage)
and they are distributed more uniformly on those items (the Gini index).



Overtourism
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Application Example: Overtourism

• Overcrowding from an excess of tourists, 
resulting in conflicts with locals 

• Destination managers try to prevent 
popular/central POIs from being overly 
crowded – tourists want to visit them

• Approaches
• Hard rules (close an area)
• Time rules
• Entrance fees
• Multicriteria sustainable 

recommendations? 27
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Popularity Bias
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Fig. 4 Number of transitions from PoI 59 and 202 to other PoIs on 30/05/2017, a sunny day, and on 30/05/2016, a rainy one

characteristics. For each PoI we try to estimate the level of
occupancy at different moments of the day by considering
three different time slots (i.e., morning, noon, and evening).
This minimum granularity is further refined for the RNN
model, given the good obtained results. As regards to the
level of occupancy, we start with the forecast of aggregate
percentages, in place of the exact number of tourists, and then
we show how also this aggregation level can be reduced up
to forecast the precise number of tourists.

The quality of the evaluated models will be measured in
terms of MAPE (Mean Absolute Percentage Error):

MAPE = 1
n
·

n∑

i=1

| ŷi − yi |
yi

where yi is the actual value and ŷi is the forecasted value.
However, since when we try to estimate the exact number of
tourists, the actual value could be zero, we adopt also another
accuracy metrics which is the WMAPE (Weighted Absolute
Percentage Error):

WMAPE =
∑n

i=1 | ŷi − yi |∑n
i=1 |yi |

The implementation of the models has been done in
Python by using Tensorflow (Abadi et al., 2015) and Keras
(Gulli and Pal, 2017) libraries1.

5.1 Forecasting with Only Raw Data

As regards the estimation of the number of tourists in each
PoI with only the raw historical records described in Def. 1,
we initially use aRFmodel and then aDNNmodel, obtaining
the results reported in Tables 5 and 6 respectively. For the RF

1 The source code and the datasets used in this paper are available at
https://github.com/smigliorini/crowd-forecaster

we tried different configurations represented by a different
number of trees. As you can notice, the accuracy obtained
for the various PoIs is quite different and it decreases as the
number of available training data decreases: for the default
forest with 100 trees, it spans from about 31.4% in the best
case to 50.8% in the worst one, which is associated with PoI
202, namely the one with the smallest amount of historical
records. Conversely, the accuracy of the network trained and
tested with all the PoIs together (i.e., raw ALL) is about 38%
and is not substantially affected by the number of trees in the
network.

In the case of the DNN model we tried different values
for the following hyperparameters that control the architec-
ture or topology of the network: the number of nodes, the
number of epochs, and the dropout. The last two parameters
are used to approximate the best solution without falling into
an overfitting. The architecture of the DNN is illustrated in
Fig. 5 and it includes an input layer, a dense layer with n

Table 5 Results obtained by applying a RF model on raw data

PoI ID MAPE
10 Trees 100 Trees 1000 trees

49 31.8% 31.4% 31.3%

61 37.9% 38.4% 38.3%

59 33.4% 33.1% 33.0%

71 38.7% 38.6% 38.5%

54 33.3% 33.1% 33.1%

52 33.6% 33.4% 33.5%

42 36.0% 35.7% 35.8%

58 40.5% 40.6% 40.5%

202 51.0% 50.8% 50.9%

ALL 38.0% 37.9% 37.9%

The row ALL identifies the network trained with all PoIs together. The
metric used to evaluate the accuracy is the well-known Mean Absolute
Percentage Error (MAPE)
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Most of the RSs will recommend to a tourist in Verona at point of 
interest 59 to move to POI 54 if sunny and to POI 61 if rainy

[S. Migliorini, A. Dalla Vecchia, A. Belussi, and E. Quintarelli: ARTEMIS: a Context-Aware Recommendation System 
with Crowding Forecaster for the Touristic Domain, Inf. Systems Frontiers, 2024]



Taming Overtourism

• Applying a proper recommendation policy can reduce the number of tourists 
visiting the most crowded points of interest (Rome)

29
[P. Merinov, F. Ricci: Positive-Sum Impact of Multistakeholder Recommender Systems for Urban 
Tourism Promotion and User Utility. RecSys 2024]



Positive Sum Impact

• Can an RS identify not crowded POIs that the user does 
not yet know and will like?
• Such recommendations may benefit both stakeholders: 

tourist and destination
• Ingredients:
• Predict the (limited) user knowledge of the catalogue (awareness) and how 

tourists make their choices
• Build an optimized and reliable (trustful) data-driven choice simulation 

protocol
• Simulate the impact of the RS policy for alternative configuration parameters.
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Awareness and Recommendations

• When recommendations for user n (Rn) includes POIs that the user 
does not know (i.e., not in An) there is a possibility that the behaviour 
departs from the organic one.
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Simulating tourist interactions with an MRS

• B recommendations 
(xk = 1) maximise the 
linear combination of 
estimated user utility 
(ut

nj) and destination 
utility: vj is positive if 
the POI j is not 
overcrowded (0 
elsewhere).
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P

j x j = B, and x j equals 1 if the
bundle contains POI j and 0 otherwise. The MRS tries to find a bundle that
maximises both utilities. Known in the optimisation literature as multi-objective
optimisation, the solutions to such a problem occupy a Pareto frontier, and many
incomparable bundles reach an optimum [50]. To recover the full Pareto frontier,
in this paper we investigate the linear combination of the two criteria:

Rn(t, �) = arg max
(x1,...,xJ):

P
xi=B

X

j

x j

⇣
(1 � �)ut

n j
+ �v j

⌘
. (1)

The non-negative parameter � 2 [0, 1] governs the trade-o↵ between the two
goals: higher values favour destination utility, while lower values favour user
utility. For a given fixed � this optimisation problem is easily solvable and the
recommendation set Rn is obtained by sorting the items with respect to the (1 �
�)ut

n j
+�v j scores, and selecting the top-B ones. The complexity of this problem,

given precomputed utilities in the universe of J items, is O(J+B log B). Here and
below, for sake of brevity, we refer to the MRS optimisation problem discussed
in this section as the “(1��)ut+�v” multistakeholder recommendation problem,
assuming that t, �, andV+ are given and fixed.

4. Simulation Process

4.1. Target Recommendation Scenario

Figure 2 outlines the target application scenario of users’ choice generation
process when exposed to the MRS recommendations. A generic user n has some
true utility function that is used to make choices among alternative items (un j).
Moreover, the user has a limited knowledge of the full item catalogue, and is
aware only of the items contained in a subset of the catalogue that is called the
Awareness Set, and is denoted with An. The process is as follows. User visits a
city and plans to explore interesting places. Seeking advice, user interacts with
an MRS platform that collects from the user a small set of t preferences (pre-
viously visited items) to both personalise and promote sustainable POIs. User
observes recommendations Rn, which may possibly enlarge his/her awareness
set, and selects bn POIs based on their utility. User visits the selected POIs, y

R
n j

.
We rely on this target scenario when designing our simulation protocol. The
essential di↵erence between this real user/system interaction and the simulation
described in the paper is that the user is replaced with a simulation component
that simulates, as precisely as possible, the choice behaviour of the real user.
The exact choice model, which is used by the simulated users to chose items

9



Positive Sum Impact
• User and destination uplift measure the variation 

of the (user and destination) utilities with respect 
to the organic behaviour (no recommendations)
• Recommendations do not receive any expected-

utility increase (no salience)
• Points represent the performance of an MRS built 

with a particular l value and a particular 
algorithm (WMF, BPR, NGCF, and EASE) used to 
estimate user preferences
• There exist a range of l values that produce a 

positive uplift for both stakeholders.
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Behaviour shift
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Table 6: Recommendations impact statistics.

( E[⌧ | ⌘ = 0], E[⌘ | ⌧ = 0] )

City POP t=2 t=3 t=4 t=All

Rome (0.07, 0.07) (0.07, 0.06) (0.07, 0.07) (0.07, 0.07) (0.09, 0.09)
Florence (0.02, 0.03) (0.02, 0.03) (0.02, 0.03) (0.02, 0.03) (0.02, 0.05)
Istanbul (0.04, 0.07) (0.04, 0.07) (0.04, 0.07) (0.04, 0.09) (0.05, 0.14)

9.3. Multistakeholder Recommendation Policy in Action

We also inspect a particular MRS policy that maximises uplift to the desti-
nation stakeholder without compromising user utility. We use the realistic setup
t = 3, i.e., close to cold start, and the EASE algorithm in the MRS. EASE is the
algorithm that achieves the highest Recall@{10,20} among the considered algo-
rithms for the Rome data (Table A.7). The desired trade-o↵ is at � (=0.38), with
a user utility uplift ⌧ (=0.00), and a destination utility uplift ⌘ (=0.07).

Figure 11: Recommendation policy in action. (A) Visits shift inV� (POIs sorted by decreasing
value of popularity) after applying the proposed MRS policy. Most critical central POIs exhibit
reduced crowding (green bars), while a few popular POIs experience an increase in visits (violet
bars). (B) Visits shift inV+ (POIs sorted by popularity) after applying the proposed MRS policy.
Overall, the desired periphery promotion policy for the V+ POIs is attained with a notable 7%
increase inV+ visits (hence, decrease inV� visits).

Figure 11 illustrates how the simulated users’ choices, when users are ex-
posed to the MRS, deviate from those simulated by the control policy. Among
the most popular and central POIs,V�, which are protected by the MRS against
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The most popular POIs 
still see an increase in 
the number of visits 
since their user utitlity 
is high, they are known 
by tourists, and there 
are no alternative less 
crowded POIs that have 
larger utility



Salience effect

35

Shaping Sustainable Tourist Experience: Simulating the Impact of Recommendation Salience 21

Fig. 7. Example of simulation of tourist POI visit choices, and comparison with the true visit choices recorded
in the data set log. Orange segments show organic choices (00=), while green segments show Crowdedness-
Aware RS-influenced choices (0X=). There are four states for which the tourist’s choices are simulated. Each
choice is made in a given state — for example, in the state { Tourist O�ice, Arena, Duomo }, the organic choice
is Casa Giulie�a, while under the RS influence it becomes Santa Anastasia.

Fig. 8. VeronaCard simulated upli� surface. Salience X and penalty ⌘ are free parameters. For each RS, the
le� subplot shows the simulated NCR to salience X dependency. The dependence curves for small X values
(here range [0, 0.5] is covered) are approximately linear. Right subplots report in a row: g (X,⌘), g1 (X), and
g2 (X,⌘) upli�s.

, Vol. 1, No. 1, Article . Publication date: May 2018.

Recommended items are 
simulated to be evaluated by 
the user with d increment in 
utility – increasing the 
probability of being chosen

[Merinov & Ricci, Shaping Sustainable 
Tourist Experience: Simulating the
Impact of Recommendation Salience, 
to be published, ACM trans. Rec. Sys.]



Salience effect
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22 Pavel Merinov and Francesco Ricci

increase the base utility component, g1 (X) > 0, by guiding simulated tourists towards POIs with
higher expected utility, i.e., irrespectively of the penalty ⌘ which decreases the experienced utility
obtained by visiting over crowded POIs. The larger X the stronger this e�ect is. Secondly, the
primary distinction emerges when POI crowding is taken into account in g2 (X,⌘), which re�ects
the ability of the RS to mitigate negative experiences of visiting over crowded POIs. Only the
Crowdedness-Aware RS improves this metric, with higher salience leading to greater mitigation of
the crowding penalty, especially when ⌘ is larger. The Popularity-Aware RS, fails to address the
crowding problem, and the only bene�t produced by this RS is to direct tourists to POIs that better
suit their preferences. Consequently, the Crowdedness-Aware RS consistently outperforms the
Popularity-Aware RS. These �ndings suggest that crowdedness awareness techniques in Verona
could be a valuable tool for policy makers to enhance tourist experiences.

Fig. 9. BrixenCard simulated upli� surface. Salience X and penalty ⌘ are free parameters. For each RS, the
le� subplot shows the simulated NCR to salience X dependency. The dependence curves for small X values
(here range [0, 0.5] is covered) are approximately linear. Right subplots report in a row: g (X,⌘), g1 (X), and
g2 (X,⌘) upli�s.

6.2 Brixen Results
Even in Brixen, the Random RS has no positive impact on the experienced utility of tourists. In
contrast, both the Crowdedness-Aware RS and the Popularity-Aware RS, when X>0, improve the base
experienced utility g1 (X) (i.e., the utility of the visit without taking into account the crowdedness
penalty ⌘). This happens for exactly the same reason that we discussed in the Verona case: users,
whose choices are inherently stochastic under the MLIRL model, sometimes make suboptimal
choices. Here, the RS guides simulated users to overall better POI alternatives, which may or may
not be crowded. As expected, larger values of salience lead to greater improvements. Crucially,
however, neither strategy succeeded in mitigating the negative impact of crowding. This is evident
from the fact that uplift g2 (X,⌘) remains largely unchanged even with increasing X and ⌘. This

, Vol. 1, No. 1, Article . Publication date: May 2018.

Merinov, P., Ricci, F. (2025). Simulating the Impact of Recommendation Salience on Tourists Experienced Utility. In: 
Recommender Systems for Sustainability and Social Good. RecSoGood 2024. Springer.



Is that reliable?

• The choice model is optimized to faithfully replicate 
the organic behaviour and minimise a specific bias 
(difference between utility obtained in real choices vs 
simulated choices)
• The expected utility estimated by the user at decision 

time may be influenced by a number of hard to 
control contextual parameters (e.g. GUI effect, 
decision biases as the attraction effect)
• It is hard to precisely know what the users of an RS 

really know about the items.
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