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3. COUNTERFACTUALS

ACTIVITY:  Imagmning, Retrospection, Understanding
QUESTIONS:  What if 1 had done ...2 Why? -
(Was 1t X that caused Y? What if X had not
occurred? What if T had acted differently?) n e O e o a u S a I y 0 r

EXAMPLES:  Was it the aspirin that stopped my headache?
Would Kennedy be alive if Oswald had not

R e ol Trustworthy Artificial Intelligence

2. INTERVENTION
ACTIVITY: Doing, Intervening

|
QUESTIONS:  What if 1do ...? Hon? W I f n N |
(What would Y be if T do X?

How can I make Y happen?)

EXAMPLES:  If I take aspirin, will my headache be cured?
What if we ban cigarettes?

, ] L3S Research Center &
Leibniz Universitat Hannover

QUESTIONS:  What if I see...?

(How are the variables related?

How would seeing X change my belief in Y?) G e r m a n y O O
EXAMPLES:  What does a symptom tell me about a disease?
What does a survey tell us about the

I 1 | ;
1 L election results?

] [ | AILab
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Storks Deliver Babies (p = 0.008) - Matthews, TS Vol 22/2, 2000

sample siZze. In our case, n = 1/ SO that 1t = 3.U0,

R i Roestineinde & & O O st Nt
(km?) (pairs) (10%) (10°/yr) rgtes‘? The cnrrelrfltion ct?eﬂicient is not pa1:ticularly

Albwia | 2870 | 0| 32 | w e e
AUSl.ria e i i i i % ahahieh znr::ll;t?onaﬁgﬁfﬁie.ﬂ?et I;,:]Lsiiygg;h;i;uzf(agg
izllggl:rri[:la l??:iﬁ Sﬂ{}ll} 33 ::j What are we to make of this result, which points cartrary fo-what, mwasy isers, of them beheve),
Denmark 43.100 9 5.1 59

France 544,000 140 56 774

Germany 357,000 3300 78 901

Greece 132,000 2500 10 106

Holland 41,900 4 15 188 =

Hungary | 93,000 | 5000 | 11 124 : st e

Italy 301,280 5 57 351 f

Poland 312,680 | 30,000 38 610 g

Portugal 92,390 1500 10 120 -

Romania 237,500 5000 23 367

Spain 504,750 8000 39 439

Switzerland | 41,290 150 6.7 82 i

Turkey 779.450 | 25,000 56 1576 " Number o stork brescing pars
Table 1. Geographic, human and stork data for 17 Fig 1. How the number of human births varies with stork populations in 17 European countries.
European countries Teaching Statistics.  Volume 22, Number 2, Summer 2000 o 37
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Drowning Deaths and Ice Cream Consumption by
Month in Spain (2018)
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' Drowning Deaths l. lce Cream Consumption In Kilograms

Statista (2020)

lce Cream Consumption In Kilograms

Divorce rate in Maine

4.95 per 1,000

4.62 per 1,000

4.29 per 1,000

3.96 per 1,000

Divorce rate in Maine
correlates with

Per capita consumption of margarine

Correlation: 99.26% (r=0.992558)

2000 2001 2002 2003 2004 2005 2006 2007 2008 2009

2000 2001 2002 2003 2004 2005 2006 2007 2008 2005

-8 Margarine consumed -+ Divorce rate in Maine
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Neural networks find the , best” features (Madry 2019)

 Adversarial examples are not bugs, they are
features. llyas et al, NIPS 20109.

* https://gradientscience.org/adv/

A tale about the planet ERM, inhabited by an
alien race known as Nets.

 Each individual’s place in the social hierarchy
Is determined by their ability to classify
bizarre 32-by-32 pixel images (meaningless to
the Nets) into ten completely arbitrary
categories.

* These images are drawn from a top-secret
data Set ’ See'Fa r_OUtS|de Of IOO klng at thOSE Sr?stjhrf)rllzfaglyaa?:ldllr?gtgeGrzlgdtIOGtree Eﬁmfgi (03:\ aep?étffrrrelzs\lljvl?;clr; iZ Eg\?v\/\llrr;;oglendxlsﬁlio?s exactly
curious pixelated images, the Nets live their e animage corresponaing {0 the 4" category.
lives totally blind.



https://gradientscience.org/adv/
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Neural networks find the , best” features (Madry 2019)

Every training set includes ,robust features”
(usua”y used by humans) and ,,nOn-rObUSt Robust fea!tures Non—r?bust features
features” (Wthh are brittle and can be Correlated with label ~ Correlated with label on average,

disturbed easily)

Adversarial training tries to disturb these
non-robust features to make them useless as Ears Snout
discriminators

Interpretability and causality considerations

even with adversary but can be flipped within £ ball

have to be included already in the training (x, y+ 1)
p h ase New training set 3 generalization
post-hoc explanation of standard models “

(which might use these non-robust features) &

s less useful (as we cannot explain these T at
non-robust features to a human) Robust features: dog (x, ¥)

Non-robust features: cat generalization
Both predictive on trainset (real test set)
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\%;:
Pearl’s Ladder of Causality

Level Typical Typical Questions Examples
(Symbol) Activity
. Association Seeing What 157 What does a symptom tell
P(y|x) How would seeing X me about a disease?
change my belief inY ? What does a survey tell us
about the election results?
2. Intervention Doing What 1f? What 1f I take aspirin, will
P(y|do(z), z) What if 1 do X? my headache be cured?
What 1f we ban cigarettes?
3. Counterfactuals | Imagining, Why? Was i1t the aspirin that
Pl |z o) Retrospection | Was it X that caused ¥Y'? | stopped my headache?
What if 1 had acted Would Kennedy be alive
differently? had Oswald not shot him?
What 1f I had not been
smoking the past 2 years?
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(3. COUNTERFACTUALS

ACTIVITY:  Imagining, Retrospection, Understanding

W

UL QUESTIONS:  What if I had done ...? Why?

S -‘-__:‘llllll' l (Was 1t X that caused Y? What if X had not

. AG INING; \ |} | A occurred? What 1f I had acted differently?)

| | EXAMPLES:  Wias it the aspirin that stopped my headache?
Would Kennedy be alive if Oswald had not

killed him? What if I had not smoked for the

last 2 years?

[ 2. INTERVENTION
ACTIVITY: Doing, Intervening

QUESTIONS: What if 1do...? How?
(What would Y be if T do X?
How can I make Y happen?)

EXAMPLES:  If T take aspirin, will my headache be cured?
What if we ban cigarettes?

1. ASSOCIATION
ACTIVITY:  Seeing, Observing

QUESTIONS: What if 1 see ...?
(How are the variables related?
How would seeing X change my belief in Y?)

EXAMPLES:  What does a symptom tell me about a disease?
e Pearl, Mackenzie: The Book of Why
) " ]

election results? _
/ Basic Books, 2020.

(V)

M HAREL
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Primer on Causality

What is causality?

® Science of cause and effect - we can experiment ...
o Random controlled trials in medicine (Is the drug
effective?),
Web A/B testing (Will changing the interface or algorithm
lead to more clicks?)

=

\ e
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® \We want to understand if X causes Y (e.g., whether changing the appearance
of the website (X) increases number of clicks (Y))

Control

-

Treatment

H=
(D)
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® Performing experiments is often not possible

® Only observed data is available
o Experiments might not have been performed perfectly
o Selection bias when deciding control/treatment individuals

o Much easier to collect data on the Social Web than to do experiments
® How can we measure causal effect with observed data?

® Two models
o Potential outcome framework

o Graphical and Structural causal models

7
-
‘W

11
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Graphical Models

Age Gender
Represents .

dependency

X = {Age} X = {Age, Gender} X ={Age}
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Graphical Models

@ @ @ C& %Oder

Chains Forks (Immorality)
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Graphical Models: (In)dependence Association

Association

Blocked path (X and Z are independent)
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Graphical Models: (In)dependence

Blocked path

Unblocked path

@® Conditioning on the collider or any
of its descendants unblocks the
path

@® D-separation in probabilistic
graphical models
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Causal path

Backdoors
(non-causal)
association

Causal path
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Structural Causal Models

Structural equation for A as a cause of B
B := f(A)

Equality does not convey any causal
information

Unobserved characteristics: Incorporates stochasticity

B := f(Ar U)

Causal mechanism: X = f[A, B,.. )

Parents of X;
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Structural Causal Models

B:: fﬂ(ﬂ,Uﬂ)
M: C:= fﬂ’(ﬂu B'.I U{T)
D . — fﬂ(A,G, Uﬂ)

Set of endogenous variables

Set of exogenous variables

A set of functions, each to generate a
endogenous variable from other

variables
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TAILOR

Causality and Trustworthy Al

We follow the dimensions described by the TAILOR project
O Interpretability: Providing meaningful explanations to users
O Fairness: Developing debiased and non-discriminating Al systems
O Robustness: Decreasing sensitivity towards input changes
O Privacy: Defending against privacy-evasive attacks
O Safety and Accountability: Auditing Al systems

For all references and details see:
Niloy Ganguly, Dren Fazlija, Maryam Badar, Marco Fisichella, Sandipan Sikdar, Johanna Schrader, Jonas
Wallat, Koustav Rudra, Manolis Koubarakis, Gourab K. Patro, Wadhah Zai El Amri, Wolfgang Nejdl: A
Review of the Role of Causality in Developing Trustworthy Al Systems. Feb 2023,



https://arxiv.org/abs/2302.06975
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Interpretability and Causality

Why do we need ?
Interpretability is often sacrificed for generalizability

High-stake scenarios like medicine will need (and legally require) interpretability

Causal explanations can ensure that the true reasons for a prediction are
communicated

Causality has been used to increase interpretability
O Mainly for classifications tasks in computer vision and NLP
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L3S:

Interpretability

Causality and Interpretability

///\

by Design Post-Hoc
(In-Processing) (Post-Processing)

/\ //\

Sparsity Disentangled Black Box White Box
[93, 296, 297]  Representations A //’\
RIS Feature Counterfactual Causal Probing
Attribution Interventions  Mediation  [66, 211, 212]
[37, 125, 139, 236] [155, 257] [112,274]  [71, 132, 266]

[9, 74, 111]

Like traditional interpretability: some models are interpretable by their model design
and some methods provide post-hoc explanations for non-interpretable models
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o@ 4, Causality and Interpretability
‘ Trust =
— o r u S by Design Post-Hoc
J (In-Processing) (Post-Processing)
Sparsity Disentangled Black Box White Box
Representations /’//\ /‘\
Feature Counterfactual Causal Probing
Attribution Interventions Mediation

Goal: Categorize the data's attributes into relevant / irrelevant features

Solution: under the faithfulness assumption the Markov boundary of a variable In
a Bayesian Network describes the variable's local causal relationships

—

— ~
Anxiety / ( PrFe’sser/
B

Yellow
< Fingers )6_

p//

" Attention \\
_ Disorder o

//CQ'I

N

Coughing e  Fatigue

/

Lung
Cancer

!
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by Design Post-Hoc
/ (In-Processing) (Post-Processing)
N PR
Sparsity Disentangled Black Box White Box
Representations A /\
Feature Counterfactual Causal Probing
Attribution Interventions Mediation

Disentangled latent representations that represent human-
understandable concepts

Disentangle model representations using model architecture &
cause-snecific frainina data

interest : interest

j >

: embedding : loss

interest . || emmemmeemmemeeee-s .,

- & . : concat :
discrepancy , \i O | "
user item | clic
(=2 = SRR L
conformi Fommmemmm——osTooo- S .
( o ‘[ | conformity ! . conformity

embedding ! loss

————————————————————

(a) Causal Graph (b) Causal Embedding
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Q@\ Trust

—_— by Design Post-Hoc
(In-Processing) (Post-Processing)

/\ ,//\

r
(&%)

N L
Sparsity Disentangled Black Box White Box
Representations ///’\ /\
Feature Counterfactual Causal Probing
Attribution Interventions Mediation

detect regions that causally influence the prediction
causal filtering by masking potential influential factors to distinguish

true from spurious influences




& 4, Causality and Interpretability
‘ Trust =
— o r u S by Design Post-Hoc
~., (In-Processing) (Post-Processing)
Sparsity Disentangled Black Box White Box
Representations //\ /‘\
Feature Counterfactual Causal Probing
Attribution Interventions Mediation

Goal: detect regions that causally influence the prediction

Solution: causal filtering by masking potential influential factors to distinguish
true from spurious influences

) 1. Encoder : Convolutional Feature Extraction ) 2. Coarse-Grained Decoder: VVisual Attention
Stride Stride Stride Stride Stride
of 2 of 2 of 1 of 1
of 2
80
40 20 20 20
1, 3 \ 3] _\f‘}: I 3] N » 7T > \§ ] — > i @
. 10 10 A 10 A ,
20 48 64 64 . :
36 :
10 !
A4 Y :
1 R O — fatm O — LSTM :
A : |
: 3 Y 1 Y
: t+1
Preprocessing I map f steers
ey v = o o _o o o
. ‘ e o o o
Visual Saliency detection
Clustering analysis and causality check
Output

Input images Attention heat map 3. Fine-Grained Decoder steering angle
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o Tr u St by Design Post-Hoc
~., (In-Processing) (Post-Processing)
Sparsity Disentangled Black Box White Box
Representations //\ /‘\
Feature Counterfactual Causal Probing
Attribution Interventions Mediation

Goal: detect regions that causally influence the prediction

Solution: causal filtering by masking potential influential factors to distinguish
true from spurious influences

A Input raw pixels Z, C Attention map M, with particles '{’t E __ Particles of cluster (1) Masking out cluster (1) G visual Saliency

-]

B Attention map M;
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& 2 Causality and Interpretability
‘ Trust =

o r u S by Design Post-Hoc

~./ (In-Processing) (Post-Processing)

Sparsity Disentangled Black Box White Box
Representations A /\
Feature Counterfactual Causal Probing
Attribution Interventions Mediation

Detect attributes that could reverse an observed recommendation
Optimize for minimal changes that reverse the recommendation

Recommended items Not recommended items
@ Screen: 4.0 Screen: 4.5 Screen: 4.5 | Screen: 5.0 Screen: 5.0 Screen: 5.0
Battery: 5.0 Battery: 3.0 Battery: 1.5 ' Battery: 1.5 Battery: 0.5 Battery: 1.0
Price: 3.0 Price: 3.0 Price: 4.5 : Price: 3.5 Price: 4.0 Price: 3.0
User Phone A Phone B 1 PhoneC Phone D Phone E
Score:42.00 Score:39.00 Score:38.00 Score:34.50 Score:34.00
What if phone A performs slightly worse (from 3 to 2.1) at the battery aspect?
@ Screen: 4.0 Screen: 4.5 Screen: 5.0 ' Screen: 4.5 Screen: 5.0 Screen: 5.0
Battery: 5.0 Battery: 1.5 Battery: 1.5 I Battery: 2.1 Battery: 0.5 Battery: 1.0
Price: 3.0 Price: 4.5 Price: 3.5 : Price: 3.0 Price: 4.0 Price: 3.0
User Phone B Phone C | Phone A% Phone D Phone E
Score:39.0 Score:38.0 Score:37.50 Score:34.50 Score:34.00

If the item had been slightly worse on [aspect(s)],

then it will not be recommended.




SZ
(—:“‘\““g eh{’b Causality and Interpretability

‘ - Trust = =
o by Design Post-Hoc —_—
: (In-Processing) (Post-Processing)
Sparsity Disentangled Black Box White Box
Representations ///\ /\
Feature Counterfactual Causal Probing
Attribution Interventions Mediation

amnesic probing

Investigate the effect of certain
concepts (e.qg., gender information/POS) “ —
on downstream tasks.

Property T Task
Remove information from " {oﬁfﬁfn (Remove POS) | M)

embeddings and measure downstream standard probing
task performance. I

the dog ran
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Falirness

Causality is used to quantify and describe fairness

+ This requires the definition of new fairness measures for both /ndividual and
group fairness

+ Effects of sensitive attributes can be causally quantified

Causality and Fairness

B

Pre-Processing In-Processing

Post-Processing
Data Data Correcting  Fairness under  Adversarial Constrained Estimators
Manipulation = Integration path-specific distribution learning optimization [168]
[230, 290] [75] effects shift [140] [129, 288]
[301, 303, 305] [124, 173] (55, 252]

[50]
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Discrimination Is Causal in nature...

Discrimination can be causal in nature, meaning that it is often the result of
systemic biases that are deeply ingrained in social, economic, and political
structures. |

Automatic Decision Reason of

making system Discrimination? Historical data

By identifying the causal factors that contribute to discrimination, we can
develop interventions and policies that address the root causes of the
problem, rather than simply treating the symptomes.
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UC-Berkley—Simpson’s paradox

The University of California, Berkeley in the 1970s feared a suspected gender
bias in the outcomes of its graduate school admissions.
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UC-Berkley—Simpson’s paradox

44 35% Gender
Discrimination!
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UC-Berkley—Simpson’s paradox
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UC-Berkley—Simpson’s paradox

Some departments had a higher proportion of male applicants, which made it
more difficult for women to be admitted overall.

Women tended to apply to departments that admitted a smaller percentage of
applicants overall.

Once the data was properly analyzed, it was found that there
discrimination against women in the admission process at

NasS No evidence of
@ Berkeley.

Figure 1: The admission de-
cision R does not only di-
rectly depend on gender A, but
also on department choice X,
which 1n turn 1s also affected
by gender A.
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IF: No unresolved discrimination [Kilbertus2017]

It Is a group fairness notion that focuses on the direct and indirect causal
influence of sensitive attributes on the decision. It is satisfied when there is no

direct path between the sensitive attributes and the outcome, except through
a resolving/ admiccihla variahla

X X
':'.-‘.-"-.
.--'"ﬂf.f .---.
S Y S Y
R R

[Kilbertus2017]: Kilbertus, N., Rojas Carulla, M., Parascandolo, G., Hardt, M., Janzing, D., & Scholkopf, B. (2017).
Avoiding discrimination through causal reasoning. Advances in neural information processing systems, 30.
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Robustness and Privacy

Robustness: Decreasing sensitivity towards input changes

Privacy: Defending against privacy-evasive attacks
Causal solutions for both areas overlap significantly
0 Robustness: Methods for centralized learning setting
O Privacy: Similar methods for decentralized/federated learning setting

36
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Statistical Machine Learning

Trustworthy Al and Digital Transformation

We assume that our data is independent and identically distributed (1ID)
Allows one to infer the performance of models solely through training data

O Empirical Risk Minimization

Very unlikely that training data covers all statistical properties of real-world

InNference data

Susceptible to distributional shifts caused by unseen data

37
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Enhancing Al with Causality

No definite solution for distributional shifts

Statistical ML models are not inclined to properly understand causal relationship
0 Simply fall back on observable correlation that works best for the training data

Causal encodings allow us to constraint this behavior
Achievable with pre-, in- and post-processing methods

38
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Robustness

The performance of models can greatly vary when facing distributional shifts

Within this survey, we differentiate between two types of shifts
O Naturally occurring shifts caused by out-of-distributional (OOD) data
O Artificially crafted shifts caused by adversarial examples (AESs)

+ Primarily focused on increasing robustness in OOD-setting

+ Causal solutions for a diverse set of problems and data domains

0 Computer vision, recommendation, NLP, reinforcement learning and self-supervised
learning

Causality and Robustness

B

Pre-Processing In-Processing Post-Processing

Data Problem Objective Architecture Altering Model
Augmentation Abstraction (Loss) Design Design Predictions  Selection
(106, 121, 144, 158]  [107,281]  [13,63,150,169]  [85, 146,298]  [45, 279] [131]

(258, 280, 307]




Trustworthy Al and Digital Transformation

)
33\0

Invariant Risk Minimization
In-Processing Method for Robustness [Arjovsky2019]

Feature invariance relates to its causal importance

O E.g., Image background can greatly vary across
data points

O Therefore, it is not important for predicting the
label
Allows one to develop causal models without causal
encodings
ldea: Promote consistent behavior across diffek"
environments '

Successful at increasing robustness of image
classifiers in the OOD setting

(A Chomar: .09, Pastinre: (B} Mo Persan: 085, Waater: () Mo Poerson: (.97,
(.95, Mo Porson (.98, Beach: 097, Chuatdoors Mammal: 0.96, Water: (.94
098, Mamnal: (0,498 087, Seashore: .47 Beach: 0,94, Twa: (0,94

40
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Privacy

Main learning paradigm of this section: Federated Learning (FL)
O Important for domains like healthcare or autonomous driving
+ Core idea: Increase generalization ability of FL models

O weak generalizability problematic for membership inference attacks

Causality and privacy

R e

Pre-Processing

Data augmentation Invariant risk minimization [72]
[60]

Game theoretic approach[92]

In-Processing Post-Processing

Test data specific
normalization [114]
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Safety & Accountability (Auditing)

Causality used purely to assess the impact of Al systems

O Publications from previous sections enhanced Al systems
+ Safety: estimating negative effects of deploying Al systems
+ Accountability: identifying causes of negative effects

+ |dea of impact can vary depending context, scale and domain

Safety through impact assessment

/’/’/\

Ex-ante Ex-post
(Pre-deployment) (Post-deployment)
Environmental Social and Fiscal Temporal and Failure and misuse Strategic
[159, 277] [20,96,287]  long-term effects (82, 105] (193, 264]
[78, 206]
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How can Al and humans interact successfully?
Al must be transparent, explainable, robust and human-
centered.”

DS, ' Some L3S projects focusing on this
& pre-processing ;‘ theme
P bhirkeyes — |  European GK "NoBIAS*
o Ll Aot THEN A * Nds. GK "Responsible Al“
step two * Project "BIAS" of the VW
Foundation
 ZDIN Future Lab Society and
Work

 European Big Data Infrastructure
SoBigData | + Il + Il

* CRC Constructing Explainability
 ERC Human-Centered AutoML

* International Leibniz Future
_aboratory for Artificial
ntelligence

e CAIMed: Al and Causal Methods

from What'’s so Funny about Science? by Sidney Harris (1977)

for Medicine
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Causality and Trustworthy Al

Along the dimensions of

O Interpretability: Providing meaningful explanations to users

O Fairness: Developing debiased and non-discriminating Al systems
O Robustness: Decreasing sensitivity towards input changes

O Privacy: Defending against privacy-evasive attacks

O Safety and Accountability: Auditing Al systems

For all references and details see:

Niloy Ganguly, Dren Fazlija, Maryam Badar, Marco Fisichella, Sandipan Sikdar, Johanna Schrader, Jonas
Wallat, Koustav Rudra, Manolis Koubarakis, Gourab K. Patro, Wadhah Zai El Amri, Wolfgang Nejdl: A
Review of the Role of Causality in Developing Trustworthy Al Systems. Feb 2023,



https://arxiv.org/abs/2302.06975

	Slide 1
	Storks Deliver Babies (p = 0.008) – Matthews, TS Vol 22/2, 2000
	Slide 3
	Neural networks find the „best“ features (Madry 2019)
	Neural networks find the „best“ features (Madry 2019)
	Causality: The science of cause and effect
	Pearl’s Ladder of Causality
	Slide 8
	Primer on Causality
	Randomized Control Trials
	Experimental vs. Observational Data
	Graphical Models
	Graphical Models
	Graphical Models: (In)dependence
	Graphical Models: (In)dependence
	Graphical Models: Backdoor adjustments
	Structural Causal Models
	Structural Causal Models
	Causality and Trustworthy AI
	Interpretability and Causality
	Interpretability
	Slide 22
	Slide 23
	Slide 24
	Slide 25
	Slide 26
	Slide 27
	Slide 28
	Fairness
	Discrimination is Causal in nature…
	UC-Berkley—Simpson’s paradox
	UC-Berkley—Simpson’s paradox
	UC-Berkley—Simpson’s paradox
	UC-Berkley—Simpson’s paradox
	IF: No unresolved discrimination [Kilbertus2017]
	Robustness and Privacy
	Statistical Machine Learning
	Enhancing AI with Causality
	Robustness
	Slide 40
	Privacy
	Safety & Accountability (Auditing)
	Slide 43
	Causality and Trustworthy AI

